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1. Introduction

Apart from being used as light-absorbing 
materials for photovoltaic applications,[1] 
hybrid perovskites have recently attracted 
much attention as sensitive layers for high-
energy radiation detectors and imaging 
devices for medical diagnostics.[2] In some 
aspects, X- and  γ-ray detection technolo-
gies face similar drawbacks when using 
perovskite materials as those previously 
encountered in solar cell engineering. 
One of them is caused by the presence 
of mobile ions and how these species 
alter the internal electrical field, interact 
with the contact materials, or modulate 
electronic properties.[3–6] Upon biasing, 
charged moving ions accumulate in the 
vicinity of the outer interfaces causing 
electrical field partial shielding.[7–9] It has 
also been reported how intrinsic defects 
chemically react with the electrodes giving 
rise to losses in performance and device 
instabilities.[10,11]

The occurrence of polarized interfaces 
in hybrid perovskite-based electronic 

devices was proposed[12] as an explaining mechanism for the 
measured excess capacitance at low frequencies. In dark condi-
tions, mobile ions pile up at outer interfaces forming double 
layer-like structures in the vicinity of the perovskite/contact 
interface.[13,14] Excess dark capacitance of order 1–10 μF cm−2 
can be readily explained in this way. In addition to purely 
electrostatic approaches for the interfacial phenomena, it is 
known that chemical reactions between mobile ions and con-
tacting materials might give rise to the formation of dipole-
like structures.[15,16] Also, deviations from stable electrical 
characteristics (i.e., hysteresis in current density-voltage J–V 
or non-ohmic response) have previously been correlated with 
the dynamics of migrating ions that interact with the con-
tacts.[14,15,17] A survey about the chemical reactivity of the perov-
skite/contact materials can be found elsewhere.[14] In this sense, 
the kinetics of electrode charging may be understood not only 
in terms of ion diffusion and double-layer formation, but also 
by interface reactivity forming local chemical bonds. Therefore, 
the variety of interfacial-related mechanisms, from purely elec-
trostatic to chemically active, makes the interpretation of the 
registered electrical response largely dependent on the specific 
selected materials and device processing.

Metal halide perovskite single crystals are being explored as functional 
materials for a variety of optoelectronic applications. Among others, solar 
cells, field-effect transistors, and X- and γ-ray detectors have shown improved 
performance and stability. However, a general uncertainty exists about the 
relevant mechanisms governing the electronic operation. This is caused by 
the presence of mobile ions and how these defect species alter the internal 
electrical field, interact with the contact materials, or modulate electronic 
properties. Here, a set of high-quality thick methylammonium lead tribro-
mide single crystals contacted with low-reactivity chromium electrodes are 
analyzed by impedance spectroscopy. Through examination of the sample 
resistance evolution with bias and releasing time, it is revealed that an 
interplay exists between the perovskite electronic conductivity and the defect 
distribution within the crystal bulk. Ion diffusion after bias removing changes 
the local doping density then governing the electronic transport. These find-
ings indicate that the coupling between ionic and electronic properties relies 
upon a dynamic doping effect caused by moving ions that act as mobile 
dopants. In addition to electronic features, the analysis extracts values for 
the ion diffusivity in the range of 10−8 cm2 s−1 in good agreement with other 
independent measurements.
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A strategy to progress in relating electric responses, oper-
ating mechanisms, and device architecture relies upon sim-
plifying the probing structure mainly in two aspects. One of 
them, by using single-crystal samples instead of polycrystalline 
layers that introduce additional uncertainties with respect to 
the effects of grain boundaries and internal interfaces.[18–21] The 
other simplification consists in selecting symmetrical samples 
with less reactive or passivated contacts, which improves repro-
ducibility and limits outer interface influences on the overall 
electrical response.[22] This last point is particularly important 
when long-time experiments are programmed. Commonly 
observed drifts and instabilities in the electrical response are 
not easily connected to well-identified evolving mechanisms, 
in such a way that the underlying uncertainty about governing 
processes persists.

Here, high quality methylammonium lead tribromide 
(MAPbBr3) single crystals are contacted with chromium elec-
trodes. Thermally evaporated chromium has been selected as 
a material that spontaneously oxidizes during sample prepara-
tion due to a very negative standard reduction potential, giving 
rise to a thin layer of Cr2O3.[23] The passivation of the interface 
occurs by Cr(III) formation making the electrode material less 
reactive than other metals as Au when put into contact with the 
perovskite layer.[24] Using Cr as metal contact has proved suc-
cessful in increasing the stability in record photovoltaic devices 
due to the deactivation of one of the possible degradation path-
ways.[22,24,25] Also for high-sensitivity and long-stability X-ray 
detectors, chromium-based contacts have been employed.[26,27]

For the purpose of this work, the use of more stable Cr con-
tacts provides unambiguous access to the electrical dynamics 
of migrating ions in the bulk of the perovskite and their relaxa-
tion kinetics.[28] It is revealed here that there exists an inter-
play between the perovskite electronic conductivity and the 
defect distribution within the crystal bulk. It is shown how 
the ion dynamics effectively governs the electronic properties 
by changing the local doping density. These findings clearly 
indicate that the interplay between ionic and electronic prop-
erties in perovskite materials relies upon a sort of dynamic 
doping effect caused by moving ions that act as mobile dopants. 
In addition to electronic features, our analysis extracts values 
for the ion diffusivity in the range of 10−8 cm2 s−1 in good agree-
ment with independent measurements.

2. Results

Single-crystal MAPbBr3 were prepared following the growth 
methodology detailed in a previous work.[29] Single crystals 
obtained have been characterized by cross-polarized light, 
surface chemical etching to reveal dislocations, and X-ray dif-
fraction (FWHM with an average of 28.3 arcseconds). By this 
method, a clear improvement in crystal quality is reached with 
higher transparency (≈80%), minimized internal strains, and a 
low dislocation density in the range of 104–105 cm–2.[29]

We show here the general electrical behavior of single-crystal 
perovskite samples of MAPbBr3 with thickness of ≈1 mm, sym-
metrically contacted with Cr electrodes (for sample details, see 
Supporting Information and Experimental Section). By exam-
ining Figure  1, one can infer that the current–voltage: I–V 

characteristics exhibit an approximate ohmic response within 
the selected voltage range. Accompanying the operation ohmic 
current, a hysteretic current appears as a consequence of the 
capacitive mechanisms occurring at low frequencies (see below 
for impedance analysis).[10] It is remarkable that the ohmic 
character of the characteristics is in agreement with previous 
analysis on Cr-contacted perovskite devices.[30] On the con-
trary, Au metal as contact material yields much more featured 
responses.[15]

All impedance measurements are performed at room tem-
perature, in the dark, and air ambient conditions. This exper-
imental setup avoids the formation of an internal built-in 
potential as expected when asymmetrical (different work func-
tion) materials are used as selective contacting layers. One 
can observe in the impedance (Figure  2a) and capacitance 
(Figure  2b) responses, registered at zero-bias, two main fea-
tures: at high and intermediate frequencies (f  >  100  Hz), the 
geometrical capacitance Cg and sample resistance R dominate. 
This forms a semicircle in Figure 2a through the parallel com-
bination RCg. At lower frequencies, the commonly reported 
excess capacitance increment Cs ≫ Cg is observed in Figure 2b, 
which is viewed as additional increment in the impedance plot. 
The low-frequency feature in the dark has been usually related 
to ionic polarization/dynamics within the crystal,[12] and is 
responsible for the I–V distortion (hysteresis) in Figure 1. The 
spectra are analyzed and fitted in terms of the equivalent circuit 
given in Figure S1, Supporting Information.

One important question is to verify whether the high- 
frequency impedance response actually stems from bulk mech-
anisms. To this end, an exhaustive test has been performed by 
varying the single-crystal thickness. The diameter of the imped-
ance arc should relate to the electronic conductivity σe = qnμe, 
which establishes the sample (high-frequency) resistance as 
R  = L/σeA, where q is the elementary charge, n is the carrier 
density gathering both electrons and holes, μe is the electronic 
carrier mobility, L corresponds of the sample thickness, and A 

Figure 1. Example of current–voltage characteristics of MAPbBr3 single 
crystals of thickness ≈1 mm symmetrically contacted with Cr electrodes. 
The utilization of two different scan rates allows evidencing a small hys-
teretic contribution caused by additional capacitive currents. It is noted 
the time window of minutes for data registering.
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its effective area. It is assumed that σe ≫ σi by several orders 
of magnitude so as to establish the high-frequency resistive 
response. See below our discussion on the doping character of 
the samples. Similarly, the capacitive mechanism ought to scale 
with thickness as Cg  = εε0A/L, ε being the dielectric constant 
and ε0 the permittivity of the free space. As observed in Figure 
S2, Supporting Information, the high-frequency capacitance 
exhibits no variation upon biasing or time. Therefore, the par-
allel combination RCg determines the high-frequency part of 
the spectra and is completely given by electronic transport and 
dielectric properties.

By examining Figure  2c,d, one can infer that both R and 
Cg scale following the predicted dependence on geometric fac-
tors. The dielectric constant ε = 76 ±  11 extracted from linear 
fitting agrees with previous determinations for MAPbBr3,[31–33] 
which resulted in values ε ≈ 60 at 300 K. Also, the crystal elec-
tronic conductivity can be inferred from the linear relation-
ship R∝L/A. Here, electronic conductivity of the measured 
single crystals is in the order of 10−8  Ω−1 cm−1. High elec-
tronic mobility has been measured using laser time-of-flight 
techniques in our samples μe  =  13 cm2 V−1 s−1,[34] in accord-
ance with previous analysis on perovskite single crystals.[35] 
These mobility values allow us to infer a background carrier 
density n  =  1.3  ×  1010  cm−3, that also agreed with previous 
estimations.[20] As both parameters linearly scale with the 
geometrical values, we conclude that the high-frequency part 
of the impedance response obeys electronic bulk conductive 
and dielectric properties of MAPbBr3 single crystals.

Having established the bulk origin for the experimental R 
and Cg values, we explore now the effects upon bias application. 
By examining Figure 3a, one can observe that biasing between 
0 and 5 V increases the main resistance (high-frequency part), 
which is related to the conduction properties of the perovskite 
crystal as discussed previously. In these experiments, imped-
ance measurement was performed at a given applied voltage 
after 5  min of pre-conditioning time in the dark. Therefore, 
the total poling time at each bias is estimated to be of 20 min. 
It is noted that the linear low-frequency feature is less visible 
for >2  V bias. After removing applied voltage, the samples 
are able to recover initial (equilibrium) response at 0  V bias, 
although it takes a much longer time (≈24 h) as illustrated in 
Figure  3b. A detailed view of the decreasing high-frequency 
resistance for the last 5 h after removing 5 V bias is shown in 
Figure  3c. It is noted that in addition to a well-defined sem-
icircle, a line at low frequencies points to the occurrence of 
modulated resistive/capacitive contributions only observable 
at longer times.

One can infer from our observations that sample resistance 
is a function, not only of the applied bias, but also of the poling 
and recovering time. While poling induces relatively quick 
responses with resistive increment as main result, equilibrium 
state needs much longer times to recover. The above explained 
impedance variation process was repeated several times to 
verify its cyclability (see reproducibility test in Figure S3, Sup-
porting Information). It is important to note that due to the use 
of Cr, we are able to limit the interference of the contacts by 

Figure 2. a) Example of the impedance response of MAPbBr3 single crystals of thickness ≈1 mm symmetrically contacted with Cr electrodes measured 
at 0 V in the dark (relaxed samples). Fits result by using the equivalent circuit of Figure S1, Supporting Information. b) Capacitance spectrum. Scaling 
of the high-frequency c) resistance and d) capacitance for five samples of different thicknesses and electrode area, exhibiting linear relationship with 
geometrical parameters.
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chemical reactivity. Therefore, these findings suggest a plau-
sible change in electrical driving force ultimately establishing 
the conductive character of the bromide perovskite crystals.

A complete series of impedance spectra allows calculating 
how the value of the high-frequency resistance recovers the 
equilibrium after bias is removed (see Figure 4). It is inferred 
that the resistance shows a large value R1 at shorter recovering 
times and progressively attains a steady-state value R0 after a 

long equilibration time of ≈24 h. It is also seen that the resist-
ance variation does not obey an exponential law.

In order to understand this variation, we propose a rationale 
that connects the decrease of the resistance with time with 
the increase in electronic doping of the perovskite bulk. Our 
hypothesis is that the carrier density n depends on the distri-
bution of mobile ions within the crystal that acts as moving 
dopants. This kind of correlation between mobile ion location 
within the crystal and electronic carrier density was previously 
postulated by Bisquert and co-workers in the case of the elec-
trical switching of photoluminescence.[36]

Upon long-time polarization, ion movement and accu-
mulation produce a sort of de-doping effect giving rise to a 
reduced carrier density n1 in a wide portion of the crystal, and 
consequently yields larger resistance R1. After removing bias, 
ions take some time to return to their initial distribution that 
recovers the greater background value of the carrier density n0 
along the crystal bulk. That initial carrier density is understood 
as an equilibrium value for the sample at zero bias in the dark. 
From the evolution of the impedance with time, it is observed 
that R0 < R1, or equivalently n0 > n1. From the values in Figure 4, 
one can infer that electronic carrier density ratio n0/n1 attains 
values as high as ≈12, thus indicating that doping is reduced 
by approximately one order of magnitude upon 5 V poling. The 
time evolution of the ionic-electronic coupling is schematically 
illustrated in Figure 5 through the dynamic doping process.

Let us consider that the rate at which n transits from n1 to 
n0 mimics the time scale of mobile ion redistribution after 
releasing. For the sake of simplicity, we model the increase in 

Figure 4. Variation of the resistance extracted from fitting of impedance 
spectra after bias removing at t = 0. Note the log scale in the vertical axis 
that informs on the complex function (non-exponential) of the resistance 
variation.

Figure 3. a) Variation of the impedance as a function of the increasing bias with total measuring time ≈20 min at each voltage. b) Variation of the 
impedance after removing 5 V bias and evolution with time. Note that the final (24 h) spectrum recovers the initial one at 0 V bias in (a). c) Detailed 
view of the variation of the impedance after removing 5 V bias and evolution with time for smaller impedances (five last hours of the experiment).
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average carrier density in relation to the effective size s occupied 
by moving ions. At shorter times, ion accumulation restricts to 
narrow layers in the vicinity of the contact (see Figure 5). Ide-
ally, s evolves after bias removing from s  ≈  0 to L. As a first 
approximation, one can assume that the effective size s divides 
the bulk into two zones of larger and smaller doping, forming 
a sort of semiconductor homojunction in which the boundary 
position varies with time. The real situation is of course much 

more complex and should include the exact distribution of 
mobile ions and their contribution to local electronic doping.

For the sake of simplicity, an effective carrier density can be 
calculated as

1
[ ( )]0 1n

L
n s n L s= + −  (1)

which includes two zones of different doping. It should be noted 
that two well-differentiated impedance arcs corresponding to 
each of the above-mentioned separate doping zones are hardly 
observable because of the rather small ratio n0/n1  ≈  12. After 
rearrangement, Equation (1) can be expressed as

11n n
s

L

γ= +



  (2)

here, γ represents a constant determined by the limiting 
doping states

0 1

1

n n

n
γ = −

 (3)

that results by assuming n(s = 0) = n1 and n(s = L) = n0.
Let us also assume that doping ions initially accumulate fol-

lowing a narrow distribution near the contact that spreads as 
s = σ. Here, σ stands for the distribution width. The accumu-
lation occurs by effect of the applied electrical field because no 
built-in potential exists for symmetrically contacted samples. 
This ionic accumulation is expected by formation of a diffu-
sion ion layer in the vicinity of the contacts and by very lim-
ited interfacial chemical interaction within the experimental 
time framework. When bias is removed, ions are released and 
tend to diffuse back to their equilibrium position in such a 
way that the mean square displacement of the ion distribu-
tion enlarges with time. The simple outlined model would 
entail diffusion takes place in 1D (δ  =  1), but the real situa-
tion should be more complex with diffusion dimensionality 
approaching larger values. Individual ion penetration path is 
in principle hemispherical. Therefore, the distribution width 
spreads by diffusion as

2 Dtσ δ=  (4)

where D accounts for the ion diffusion coefficient, δ = 3 for 3D 
diffusion, and t is the time.

Because the resistance ratio R1/R equals the density ratio 
n/n1, one can derive by combining Equations  (2) and (4), and 
δ = 3 an expression for the time dependence of the resistance 
ratio as

1 61R

R L
Dt

γ= +  (5)

which predicts a linear dependence as t∝  with slope deter-
mined by the diffusion coefficient.

The resistance extracted from impedance data fitting in 
Figure 4 is replotted in Figure 6 in accordance to the formula-
tion of Equation (5), i.e., R1/R as a function of t .

Figure 5. Schematic drawing of the ion polarization and rearrangement 
process (dynamic doping) by diffusion after bias removing. Initially, 
mobile ionic species accumulate following a narrow distribution near the 
contact. Here, it is assumed that positively charged defects dominate 
the concentration of mobile ions. Ion accumulation entails de-doping of 
electronic carriers within the crystal bulk with carrier density n1. At t = 0, 
external electrical field is removed so that ions are released and start dif-
fusing. At a given releasing time t, the ion distribution width s spreads and 
provokes a progressive increment in the overall carrier density n. In the 
final stage, ions recover the equilibrium distribution and, consequently, 
the overall electronic carrier density returns to n0.
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As observed, a good linear relationship is reproduced 
between R1/R and t  in accordance with our prediction for 
longer times. A deviation occurs at shorter times, presumably 
related to the simplicity of the model in Equation (5), unable to 
capture second-order depolarization effects for greater moving 
ion concentrations. It is also questionable that our assumption 
s = σ is valid for s ≪ L. In any case, from the linear fitting slope 
in Figure 6 (valid for longer times) and the experimental param-
eters L = 0.88 mm and γ = 10.67, one can obtain a value for the 
ion diffusion coefficient that results in D = 2.6 ×  10−8 cm2 s−1. 
We note that reducing the diffusion dimensionality from δ = 3 
to δ  =  1 just enlarges the diffusion coefficient by a factor 
three. Whereas some studies have reported diffusivity values 
of native defects in organohalide perovskites of the order 
of those encountered in common solid-state ionic conduc-
tors, D  ≈  10−12 cm2 s−1,[37–39] other analysis gave much faster 
ion migration coefficients D ≈  10−8–10−7 cm2 s−1 in agreement 
with recent determinations and simulations of the diffusion 
coefficient.[40,41]

3. Discussion

We remark that ionic diffusion coefficients in the order of 10−8–
10−7 cm2 s−1 explain the extremely slow relaxing time (≈24  h) 
after bias removing in the studied perovskite thick single crys-
tals. Similarly, it is also possible to estimate the short polariza-
tion time upon poling evidenced in Figure 3a. Resistance attains 
large values a few minutes after bias application. From the esti-
mated D and using the Einstein relation μi = qD/kBT, μi being 
the ionic mobility and kBT the thermal energy, one can estimate 
the ion transit time by electrical field drift upon application of 
5  V bias as td  = L2/μiVapp. For our measurements, the transit 
time calculation results in polarization times of td  ≈  15  min, 
which agrees with our general observation about the imped-
ance dynamic change in Figure  3a. Therefore, it is concluded 
that polarization by ion movement (drift-driven) takes several 
minutes for 1  mm-thick single crystals, but requires much 
longer times when ions should be transported by diffusion. As 
observed by impedance measurement, ion distribution locally 

varies the electronic doping and the overall sample resistance. 
More importantly, it is the ion dynamics that governs the ulti-
mate response time of the electronic transport in perovskite 
compounds through the dynamic doping process.

Also of importance is the comparison between electronic 
and ionic mobilities. As noted, electronic conductivity situates 
in values as high as μe = 13 cm2 V−1 s−1 for high-quality single 
crystals. From our estimations, the ionic mobility results in μi = 
1.0  ×  10−6 cm2 V−1 s−1, and therefore μe ≫ μi as expected. In 
order to achieve similar ionic and electronic conductivities σe ≈ 
σi, mobile ion concentration as high as 1.7 × 1017 cm−3 would be 
necessary, which seems to be rather unlikely for good-quality 
single crystals as those used here. Let us note for consistency 
that the electronic density is only reduced by approximately 
one order of magnitude, from n0 = 1.3 × 1010 cm−3 down to n1 = 
1.2 × 109 cm−3. So that this electronic density change is hardly 
caused by large mobile ionic defect concentrations. Therefore, 
the initial assumption about the domination of electronic over 
ionic conductivity σe ≫ σi is consistent with our findings.

The dissimilar time response observed between poling 
and recovering without applied electrical field in terms of the 
intrinsic ionic dynamics allows us to preclude alternative expla-
nation for the measurements. One might think about slow 
decomposition or doping by environmental molecules as H2O 
or oxygen in a surface mechanism. These kinds of processes 
usually involve chemical reactivity, either with the perovskite or 
contact materials. However, such chemical interactions usually 
exhibit poor reversibility. For instance, hydrated phases have 
been studied by first-principle methods[42] as one of the primary 
degradation or decomposition paths. For solar cells structures, 
electrical degradation takes place on a short time scale of 2–3 
days of exposure.[43] Some authors have observed reversible 
responses upon drying,[44,45] but the devices have to be exposed 
to dry nitrogen or high temperature for hours. Single crystals 
used here were always in ambient atmosphere and room tem-
perature. If humidity was absorbed (water molecule diffusivity 
is much lower in mono- than in polycrystals), they should have 
been kept inside in contradiction to the observed reversibility in 
Figure S3, Supporting Information. Then the effect of extrinsic 
agents can be safely excluded.

Recalling now the general impedance response of Figure 2, 
the low-frequency feature manifested either as a linear incre-
ment (Figure  2a) or a capacitive step (Figure  2b) should be 
related to the dynamics of the ionic profile. The variation of 
the ion distribution within the time window corresponding to 
the measuring frequency gives rise to the reported capacitance 
increase because of ion accumulation Cs. Consequently, 
there is a modulation of the electronic doping restricted 
within the crystal to affected zones. The final effect is an 
increment in the electronic resistance caused by the coupling 
between ion distribution variation and carrier density. As 
observed in Figure  2a, the modulation effect is more visible 
for longer releasing times (wider distributions of mobile ions) 
than in the case of narrow accumulations. It is also noted that 
diffusion characteristics are also present in the low-frequency 
impedance in the form of Warburg-like responses.[41]

In the following, we speculate about the connection between 
specific ionic defects and electronic doping mechanisms. 
Due to the presence of three elements in the ABX3 perovskite 

Figure 6. Variation of resistance ratio as a function of time following the 
relationship of Equation (5). Solid line represents a linear fitting.
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formulations and to the rich redox chemistry of halide-con-
taining materials, a whole array of ionic defects (D) may be pre-
sent in the crystals. The energy of defect formation has been 
extensively studied by theoretical calculations.[46–48] Not only 
do they include the basic nine species arising from vacancies, 
interstitial elements, and antisites but they also include their 
corresponding stable charged counterparts. Examples of nega-
tively charged defects (D−) compatible with low formation ener-
gies include halide interstitials (Xi

−) or Pb2+ vacancies (VPb
2−). 

Alternatively, examples of positively charged defects (D+) 
include MA+ interstitials (MAi

+) and Pb2+ interstitial (Pbi
+) or 

X− vacancies (VX
+). Among all these defects, VX

+ is the mobile 
ion believed to have the lowest activation energy for migration. 
While formation of these defects is accessible by theoretical 
means, they are very difficult to detect experimentally. As a con-
sequence, accessible understanding of the defect density for the 
different defect species is always limited for given perovskite 
samples. Direct measurement of specific defect densities is out 
of the scope of this work[49,50] and we next provide a general 
discussion on how the doping concentration is modified during 
the application and switching-off of an external bias.

A simple explanation would consist in assuming that halide 
vacancies VX

+ dominate and establish the general background 
doping character. As VX

+ is considered a shallow donor both 
for iodide and bromide perovskites,[51,52] one can infer that 
n-type doping increases in zones in which the halide vacancy 
concentration is higher. Upon poling, accumulation of halide 
vacancies near the negative-biased contact is expected. As a 
consequence, this process forms an internal doping profile 
that implies that the perovskite bulk can be modeled as a 
sort of semiconductor homojunction with a mobile boundary 
between lower- and higher-doped regions in accordance with 
the simple structure sketched in Figure  5 of the dynamic 
doping process.

But obviously, the defect chemistry in hybrid perovskite 
compounds may be much richer. Since the application of an 
external voltage produces movement of charged defects and 
electronic carrier injection, defects can capture a hole/electron 
to form neutral states D0. Consequently, for negatively charged 
defects this would be D− + h+ → D0.[47] However, there will be 
a complementary redox semi-reaction (reduction) taking place 
simultaneously somewhere in the device that would increase 
the concentration of negatively charged species. For the pre-
vious example, the complementary reduction reaction can be 
represented as D0 + e− → D−. The overall result is that there 
will be no change in the background doping density. If the 
same halogen participates in both oxidation and reduction 
reaction, a Frenkel type reaction will be taking place (Bri

−  + 
VBr

+ → Br0). It has been also reported that formation of new 
nonradiative defects in MAPbI3 is only observed in the pres-
ence of injected electrons, suggesting that redox processes 
play a key role.[53]

In any case, an increase in the measured resistance as a con-
sequence of a reduction in doping density can only be explained 
by formation of separated regions with different doping densi-
ties, being the least doped region mainly responsible for the 
resistive response. This situation is the basis of the electrical 
model proposed in this work that is in good agreement with 
previous results in spatially resolved PL measurements.[36] 

Mobile ions will follow the external electrical field induced by 
the external voltage and will populate the region where they 
can modify the doping concentration. Upon switching-off the 
external voltage, mobile ions (VX

+) will move in the perovskite 
layer following the chemical potential generated from the 
highly populated region of mobile ions to the region with lower 
concentration of mobile ions. In the presence of an external 
voltage, the density of electrons and holes will be the sum of 
the free carriers and the background densities in each region. 
Alternatively, in the absence of an applied voltage, supply of h+/
e− to accomplish the opposite reactions will be reduced as only 
background doping is present in the perovskite layer. This by 
itself responds for the slower kinetics of the relaxation of ions 
after switching-off the voltage as both electrons and holes are 
involved in the bulk perovskite chemical reactions.

4. Conclusions

We report on the impedance analysis of a set of high-quality 
thick CH3NH3PbBr3 single crystals contacted with more stable 
and less reacting chromium electrodes. It is shown that the 
high-frequency circuit elements extracted from impedance orig-
inated by the dielectric and electronic conduction properties of 
the sample bulk. The bias and time dependence of bulk resist-
ance informs about the accumulation and relaxation dynamics 
of the moving ionic species. Our analysis extracts values for 
the ion diffusivity in the range of 10−8 cm2 s−1 in good agree-
ment with independent measurements. It is concluded that the 
interplay between ionic and electronic properties in perovskite 
materials relies upon a sort of dynamic doping effect caused 
by moving ions that act as dopants and locally vary the carrier 
density. These findings highlight the electronic-ionic coupling 
effect and reveals the mechanism through which such connec-
tion occurs.

5. Experimental Section
Crystal Preparation: Self-supported CH3NH3PbBr3 single crystals were 

fabricated using the inverse temperature protocol in dimethylformamide 
(DMF), and following the growth methodology detailed in a previous 
work.[29] Bare crystals have square shape with typical lateral dimensions 
of 5 × 5 mm² and a thickness of 2 mm. Crystals with different thicknesses 
ranging from 0.6 to 1.4 mm were subsequently fabricated by using a first 
rough mechano-chemical polishing and by decreasing progressively the 
sand paper roughness. Special attention was paid to apply a pressure 
of less than 30 kPa on all the samples, in order to avoid any additional 
mechanical strains in the bulk of the crystals. In the final step, the 
crystals were finely polished to mirror grade quality on the (100) faces. 
Just after the polishing step, 100  nm thick chromium electrodes were 
evaporated on both faces through a mechanical shadow mask. Devices 
were stored in air without any encapsulation.

Impedance Measurements: Impedance spectroscopy experiments were 
carried out by using a PGSTAT-30 Autolab potentiostat equipped with 
impedance module. All the samples were measured inside a metallic 
box acting as Faraday cage, in dark and air conditions between 10 and 
1  MHz, with a perturbation amplitude of 30  mV. Different potentials 
cycles were used mainly from 0 to 5 V (forward polarization bias) and 
from 5 to 0  V (reverse polarization bias). After each bias change, the 
sample was left to attain equilibrium during 5 min before starting a run. 
Each run lasted 13–15 min.
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