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Solar cells based on crystalline semiconductors such as Si and GaAs provide nowadays the highest

performance, but photovoltaic (PV) cells based on less pure materials, such as poly- or nano-crystalline

or amorphous inorganic or organic materials, or a combination of these, should relax production

requirements and lower the cost towards reliable, sustainable and economic electrical power from

sunlight. So as to be able to compare the operation of different classes of solar cells we first summarize

general photovoltaic principles and then consider implications of using less than ideal materials. In

general, lower material purity means more disorder, which introduces a broad distribution of energy

states of the electronic carriers that affects all the aspects of PV performance, from light absorption to

the generation of voltage and current. Specifically, disorder penalizes energy output by enhanced

recombination, with respect to the radiative limit, and also imposes a lowering of quasi-Fermi levels

into the gap, which decreases their separation, i.e., reduces the photovoltage. In solar cells based on

organic absorbers, such as dye-sensitized or bulk heterojunction solar cells, vibronic effects cause

relaxation of carriers in the absorber, which implies an energy price in terms of obtainable output.
1. Introduction

The use of solar cells to convert sunlight energy to electricity is

increasing rapidly, but the relatively high cost of today’s cells and

the renewed awareness of the need to increase the use of direct

solar energy have given a new boost to research in photovoltaics

(PV). Alongside progress in development of more established
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solar cell types, newer cell types that involve organic, molecular

or polymeric materials, in some cases with nanostructured

inorganic ones, are researched intensively,1,2 as they hold the

promise of drastic cost decreases. With the steady improvement

in the performance of these cells, especially those involving

organic polymers, the question arises if we can define the limits

for organic material-based cells, as was done for inorganic,

‘‘classical’’ cells. This issue is important as it can set practical

goals, allow for realistic prognoses for their use and avoid over-

selling. The question is not relevant just to PV, as it has been

considered also for natural photosynthesis and is of direct

interest for artificial photosynthesis.

The physical limits for conversion of radiation into elec-

trical power have been given by Shockley and Queisser (SQ) half
solar cell? Answering this question is critical for estimating the

t are not ideal single crystals. After decades of research and

lag behind their more crystalline counterparts in efficiency (and

n. While in general lower material purity means more disorder,

ith or that solidify in a disordered arrangement (static disorder),

ear what would be band edges for crystalline materials, so-called

put from solar cells because of enhanced recombination, with

to how much the quasi-Fermi levels can be separated, i.e., what

sorbers, such as bulk heterojunction or, to a lesser extent, dye-

f carriers in the absorber, which implies an energy price in terms

re basic physico-chemical limitations to the photovoltaic effect,
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a century ago.3 The SQ limit basically focuses on the properties of

the absorber material, which is taken as a semiconductor with

a sharp optical absorption edge (well-defined bandgap, Eg), so that

all photons with energy larger than Eg are absorbed. Furthermore

thedevice is considered tohaveunit quantumyield for conversionof

absorbed photons to electrons, and infinite carrier mobilities. The

question is to determinehowmanyof the generated electrons canbe

extracted according to physical principles, and this is determined by

the detailed balance between incoming radiation, emission by

radiative recombination and the current that is generated.

Solar cells based on high-quality single crystal Si and GaAs

have been constructed that approach the SQ limit to �90%.4,5

However, efficiencies of all other types of cells, and especially of

those that use organic molecules, dye-sensitized solar cells

(DSC), and organic photovoltaics (OPV), are far from their SQ

limits as defined by the properties of their photon absorbers.

For a given solar cell the question then is, how good can we

expect it to be? There are two levels of answers to this question.On

the scientific level, one can determine the conversion efficiency of

the cell that is irradiated by the sun on the earth’s surface. Because
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of the space and time variability of the solar radiation (insolation)

we use a reference spectrum that corresponds to a total irradiation

power density of 100 mW cm�2 (see below).

Working with small, laboratory cells allows us to test the

materials and processes and to find the available efficiency for

a certain combination of materials. While this is the case that we

will be concerned with in this review, there are many additional

issues that are important for the final goal, the practical use of the

cell for electrical power generation. Except for uses with strongly

concentrated sunlight, the cell has to be larger than someminimal

size, so that practically it is possible to buildmodules. It also has to

be stable during prolonged operation under sunlight. Finally, cell

fabrication shouldhave anacceptable yield (i.e., the fractionof the

cells/modules that are fabricated and are within the performance

specifications) to make its manufacture economically viable.

Before we consider the possible extra factors that need to be

taken into account to understand the gap between SQ and actual

efficiencies of most cells (Sections 3–6), we will first provide

a background for the photovoltaic process in Section 1, which is

a short tutorial of the main steps in photovoltaic energy

conversion, from light absorption to production of voltage and

current, using a blackbody radiator as a model light source to

determine the power conversion efficiencies. This is followed by

Section 2 where we describe the main types of solar cells and

Sections 3 and 4 where we analyze how disorder imposes further

limits on photovoltaic conversion efficiency, which then allow us

to provide a brief outlook on the future in Sections 5 and 6.

We note that in this perspective we do not touch upon various,

mainly optical, approaches to try to overcome or bypass the S–Q

limit. For a recent tutorial the reader is referred to ref. 6.
Fig. 1 The spectral irradiance (energy current density, per wavelength

interval) from the sun just outside the atmosphere (AM 0 reference

spectrum) and (AM1.5G) terrestrial solar spectrum. The lines are refer-

ence spectra of a blackbody at T ¼ 5800 K, normalized to a total power

density of fAM0
E ¼ 1366.1 W m�2 and fAM1.5G

E ¼ 1000 W m�2.
1.1 Blackbody radiation and solar radiation

Blackbody (BB) radiation is a thermalized radiation. The radi-

ative emission of certain natural or artificial bright objects such

as the sun or the tungsten filament of a light bulb is well described

by the spectrum of BB radiation. The distribution of photons in

thermalized radiation is given by the Bose–Einstein distribution

function. To consider the interaction of photons with a semi-

conductor it is useful to express the distribution in terms of the

energy of the photons, E. The photon flux, emitted by a black-

body at temperature T into a hemisphere, per unit energy

interval, per unit area of emitting surface, is

fbb
phðEÞ ¼

2p

h3c2
E2

eE=kBT � 1
(1)

where h is Planck’s constant, c is the speed of light, and kB is

Boltzmann’s constant. The energy flux associated with eqn (1)

can be written as

fbb
E ðEÞ ¼ 15sE3

p4kB
4

1

eE=kBT � 1
(2)

with s ¼ 3.54 � 1011 eV m�2 K�4 being the Stephan–Boltzmann

constant. The total energy flux into the hemisphere is

fE;tot ¼
15s

p4kB
4

ðN
0

E3

eE=kBT � 1
dE ¼ sT 4 (3)

The efficiency of solar cells is calculated as the output electrical

power density (see below) with respect to the received photon
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energy across the whole spectrum. If blackbody radiation is

arriving on a solar cell, situated perpendicular to the radiation,

then the energy flux will be reduced by the solid angle that the

solar cell forms, dU, as

fE;U ¼ sT4 dU

p
(4)

The extraterrestrial solar spectrum is described by the stan-

dard AM0 reference spectrum, which is approximately similar to

that of a blackbody at temperature 5800 K. The solar constant, f,

is a standard measure of the average energy received from

sunlight, and is defined as the energy received per unit time per

unit area at the earth’s mean distance from the sun. The inte-

grated spectral irradiance of ASTM E-490 (standard AM0

reference) is made to conform to the accepted value of the solar

constant, which is f ¼ fAM0
E ¼ 1366.1 W m�2.

Most relevant for solar energy conversion is the terrestrial

solar spectral irradiance on the surface that differs from the

extraterrestrial irradiation (AM0) due to the effect of filtering by

the atmosphere (Fig. 1). Air Mass 1.5 Global (AM1.5G)

describes the radiation arriving at earth’s surface after passing

through 1.5 times a standard air mass, with the sun at 48.2� from
zenith, including both direct and diffuse radiation (standard air

mass is that traversed with sun directly overhead, e.g., on the

equator at midday in mid-summer). The AM1.5 Global spectrum

(ASTM G173) has an integrated power of

fAM1.5G
E ¼ 1000 W m�2 ¼ 100 mW cm�2 (5)

This is the power density that is usually referred to as ‘‘one

sun’’. The AM1.5G spectrum differs markedly from the BB

spectrum, especially due to two effects: the atmospheric extinc-

tion of the incoming radiation affects the shorter frequencies

more than the red part of the spectrum because scattering

disperses the blue light and, selective absorption by low

concentration gases causes a strong decrease or total extinction
This journal is ª The Royal Society of Chemistry 2012



in certain specific ranges of wavelengths, especially in the

infrared region, as indicated in Fig. 1.

Nonetheless for a quantitative discussion of solar cell effi-

ciencies it is useful to adopt the BB spectrum at TS ¼ 5800 K, as

a reference. According to eqn (4) the BB spectrum must be

normalized, in this case to the standard value 1000Wm�2. Hence

the photon flux incident on a solar cell on earth is approximated

by the expression

fphðEÞ ¼ FSf
bb
phðEÞ ¼ FS

15s

p4kB
4

E2

eE=kBTS � 1
(6)

where

FS ¼ 1.56 � 10�5 (7)

Of course more detailed and accurate calculations of solar cell

efficiency are obtained using the AM1.5G spectrum for fph(E). In

practical determination of the efficiencies, the lamp simulating

AM1.5G should be carefully calibrated, and this is often a cause

of concern.7
Fig. 2 (a) Photon flux emitted by a blackbody at 5800 K, normalized to

a total emitted power of 1000Wm�2, the standard value for the terrestrial

solar spectrum. The shaded area indicates the photons absorbed by

a semiconductor of bandgap Eg ¼ 1.5 eV and absorbance a ¼ 1. (b)

Estimation of the power conversion efficiency that considers only two

factors—loss of sub-bandgap photons and relaxations—of electron–hole

pairs to the bandgap energy. The calculations count at each energy the

absorbed photon flux, i.e., photons with energy $Eg, each photon

contributing energy Eg. This energy is divided by the total power flux of

the blackbody radiation. This estimate neglects several important char-

acteristics of actual physical converters, as is discussed in the main text.

FS is the factor that normalizes the emitted flux to 1 kW m�2.
1.2 The absorber

Direct generation of electrical energy from sunlight requires

transferring as much as possible of the photon energy to elec-

tronic energy by exciting electrons in the light-absorbing mate-

rial. This material can be organic or inorganic, semiconductor or

non-molecular (periodic lattice, polymer, amorphous) or

a molecular dye. In terms of its optical properties we are

particularly interested in its absorbance a(E) (absorbance ¼ a(E)

l, where a is the extinction coefficient and l is the thickness).

Semiconductors are characterized by an absorption edge, their

bandgap, Eg; photons with energies <Eg are not absorbed and

photons with energies >Eg are absorbed, with increasing absor-

bance as their energy increases. This last property does not hold

for molecules and molecular materials. For example Chlorophyll

a absorbs strongly around 430 and 660 nm but relatively weakly

in the range between these wavelengths (as well as at energies

>630 nm). Still, if a thick enough film of either type of material

is used all photons with energies above the absorption edge will

indeed be absorbed.

For simplicity we will consider for the moment, as in the SQ

approach, a semiconductor that absorbs all photons of energy

>Eg (a(E) ¼ 1 for E $ Eg). Fig. 2(a) shows as an example the

photons absorbed for a semiconductor of bandgap Eg ¼ 1.5 eV.

Once the photon is absorbed (process 1 in Fig. 3(a)), there is

a rapid relaxation of the exciton, or separated electron and hole

carriers, to the lowest energy configuration, Eg, in this example

(process 2 in Fig. 3(a)). Meanwhile, the photons with energy <Eg

are not absorbed. Therefore, after the fast thermalization of

photogenerated carriers in the absorber, the energy available is

Eg for each absorbed photon. The loss of unabsorbed photons

and loss of the energy E � Eg of the absorbed ones are the main

causes for the low efficiency of the quantum conversion of

sunlight energy into electrical energy (as contrasted to conversion

to thermal energy only). Fig. 2(b) shows that >50% of the BB

radiation energy at TS is lost even under the most favorable

condition, which is Eg y 1.1 eV.
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1.3 Generation of electrical power

To be able to generate electrical power, Pel, the absorber is made

part of an arrangement with additional materials so that elec-

tron–hole pair creation results ultimately in the generation of

electrical current, Iel, and voltage, V, with

Pel ¼ IelV (8)

By measuring, under illumination, the current as a function of

voltage we get the I–V characteristic of the cell. By normalizing

for the illuminated area, we find the current density, with which

we get the j–V characteristic (Fig. 4(a)). These characteristics

show the two central aspects of the photovoltaic generation of

electrical power. The first is the photocurrent, basically the

extraction of the photogenerated electrons and holes. The second

is the voltage at which the electrons and holes are extracted,

which is the difference of the electrochemical potentials (quasi-

Fermi levels) of the electrons and holes in the materials. There is

a tradeoff between current and voltage. At low voltage, current

extraction is easy, and the current is determined by the quantum

yield (conversion of photons to electron carriers) of the absorber.

At high voltage the recombination current, which flows against

the photocurrent, increases until the power starts to decrease,

reaching zero at the open circuit voltage, where the light-induced
Energy Environ. Sci., 2012, 5, 6022–6039 | 6025



Fig. 3 (a) Absorption of light in a semiconductor (1) produces electrons

and holes that rapidly relax (2) to the bottom of the conduction band (EC)

and top of the valence band (EV). The excess photogenerated carriers

produce a splitting of the quasi-Fermi levels of electrons (EFn) and holes

(EFp). Electrons relax to the valence band by recombination with holes

(3). (b) The addition of electron and hole selective contacts by electron

and hole transport materials allows the extraction of voltage and current.

(c) In a thick monocrystalline p-type Si absorber the electron selective

contact is formed by a p–n junction.
Fig. 4 Theoretical calculation of the current–potential curve (a) and

power output (b) of a solar cell with jsc ¼ 25 mA cm�2, Voc ¼ 0.8 V, and

using a Shockley diode model with a diode factor n ¼ 1. In (b) the left

vertical axis gives the output power density, normalized to the incident

power density of 1 sun (AM1.5G) and, thus, gives the conversion

efficiency; the right axis gives the fill factor.
and dark currents cancel. In between the extreme cases of low

and high voltage lies Vmp, the voltage at which the generated

electrical power is maximum and which yields the cells’ stated

efficiency (its best possible one; cf. Fig. 4(b)):
6026 | Energy Environ. Sci., 2012, 5, 6022–6039
h ¼ jmpVmp

fE;tot

(9)

1.4 Generation of photocurrent

To evaluate the maximum electrical current that can be produced

by a material with a sharp absorption edge at the energy Eg, we

assume that each absorbed photon is converted to one electron.

We integrate for all the photons of energy larger than the

bandgap of the absorber (cf. eqn (3))

Jph;tot ¼ FS

15s

p4kB
4

ðN
Eg

E2

eE=kBTS � 1
dE (10)

With a change of variables x ¼ E/kBT, the electrical current

from all the absorbed photons is

jel ¼ qJph;tot ¼ qFS

15sTS
3

p4kB

ðN
xgðTSÞ

x2

ex � 1
dx (11)

where q is the elementary charge and

xgðTSÞ ¼ Eg

kBTS

(12)

The maximum current density that can be obtained from this

type of BB radiation is jel ¼ 73 mA cm�2. The current as

a function of the absorption edge, the semiconductor bandgap

here, is shown in Fig. 5(a). The currents for AM1.5G insolation

are also shown in Fig. 5(a). The maximal current, obtainable

with an Eg ¼ 1.1 eVabsorber, is �43 mA cm�2.
This journal is ª The Royal Society of Chemistry 2012



1.5 Generation of photovoltage

According to thermodynamics, the energy that can be converted

to useful work is the free energy, and the free energy per carrier is

the chemical potential, (the electrochemical potential, in the

presence of an electric potential difference) or Fermi level. As

shown in Fig. 3(b), the creation of excess electrons and holes

produces a separation of the quasi-Fermi levels, EFn and EFp, for

electrons and holes, respectively, in the absorber. This mecha-

nism is rather general and is illustrated for the case of a standard

Si solar cell in Fig. 3(c) that is discussed later on. The photo-

voltage is given by

qV ¼ EFn � EFp (13)

It is obvious that we cannot extract voltage (or current) just from

a piece of light-absorbing material. We need contacts so that

carriers can be removed from the system to flow out and through

an external circuit to do the work that we desire. Here the

meaning of ‘‘contact’’ is extended to include a combination of

materials that perform the required function of conversion of the

excess generated carriers in the absorber into electrical power in

an outer circuit. The contacts to the absorber are key elements in

a solar cell.8,9

If these contacts behave ideally, then the current–potential

characteristic is well described by the Shockley diode model:

j ¼ jsc � j0[e
qV/nkBT � 1] (14)
Fig. 5 (a) Integrated current as a function of the bandgap energy of the

absorber, for incident blackbody radiation at temperature TS ¼ 5800 K,

with total energy flux fE,tot ¼ 1000Wm�2. (b) The maximal photovoltaic

efficiency of the absorber, assuming FF ¼ 0.83. The thin lines are the

current and Shockley–Queisser efficiencies for actual AM1.5G solar

irradiance.

This journal is ª The Royal Society of Chemistry 2012
Here jsc is the short-circuit current, j0 is the reverse current,

corresponding to thermal generation of carriers, and n is the

diode ideality factor. In the SQ limit, jsc can be equated with jel,

and the thermal generation current, which determines j0, can be

obtained from light emission properties of the absorber. In the

SQ model all recombination is associated to radiative emission

and the detailed balance assumption relates the luminescence to

the blackbody spectrum at the ambient temperature of the solar

cell, Ta. The open-circuit voltage is given by

Voc ¼ nkBT

q
ln

�
jsc

j0
þ 1

�
(15)

One limit to the open-circuit voltage, Voc, is the bandgap energy

Eg. This is because the transport bands have extended states with

a high density and except for extreme conditions that are not

relevant for solar cells, the quasi-Fermi levels cannot move into

the conduction and valence band edges. However, the actual Voc

is determined by recombination at open circuit, and will be <Eg

at one sun, as obtained from detailed balance of generation and

emission in SQ limit. This is expressed in eqn (15). In practical

solar cells additional recombination pathways further decrease

Voc below the SQ limit value. In addition, as already mentioned

the solar cell must be operated at some voltage below Voc. This

implies a reduction of power with respect to the product jelVoc,

a reduction, given by the fill factor (FF). The FF can be described

empirically by the expression:10

FF ¼ vm

vm þ 1

voc � ln ðvm þ 1Þ
vocð1� e�vocÞ (16)

where voc ¼ Voc/nkBT and vm ¼ voc � ln(voc + 1 � ln voc).

FF decreases with increasing values of the diode quality factor,

which is essentially related to the recombination mechanism in

the solar cell (once series resistances are removed).11

The electrical power provided by the solar cell at the maximum

power point is

h ¼ jelFFðVocÞVoc

fE;tot

(17)

Calculations of the efficiency in SQ limit are shown in Fig. 5(b),

both for BB radiation at T ¼ 5800 K and for AM1.5G solar

spectrum.

To summarize, in the SQ model the current obtained is jel, eqn

(11), and there are two main causes that make the efficiency less

than jelEg/fE,tot (plotted in Fig. 5(b)). The first is recombination

at open circuit, that makes Voc < Eg, and the second is a further

reduction of current and voltage at the maximum power point,

given by the FF.

In Section 2 we will discuss how each of the parametersVoc, Jsc
and FF behaves when we use disordered materials for solar cells

and how they compare to their crystalline counterparts.
1.6 Determining radiative limit to photovoltage from external

quantum efficiency

Although the SQ efficiency limit is taken as a universal measure

to gauge efficiencies of different solar cell technologies, the fact is

that for many cell types it presents only the first step.12 Thus, the

assumption of abrupt absorption at a certain Eg value does not

match well the properties of absorber materials that are not high
Energy Environ. Sci., 2012, 5, 6022–6039 | 6027



Fig. 7 External Quantum Efficiency (EQE) spectra for different types of

‘‘best’’ photovoltaic cells (reproduced with permission from ref. 69, ª
2010, John Wiley and Sons).
quality single crystals (i.e., all 2nd and 3rd generation solar

cells and the a-Si:H cells), especially if these are molecular and

polymeric organic materials of the type used in DSC and BHJ

solar cells.

A useful method to determine the absorption and charge

collection properties of the solar cell that are relevant for energy

conversion is to measure the short-circuit current under mono-

chromatic light as a function of wavelength, divided by the

theoretical current associated with the incident photon flux:

hEQEðlÞ ¼
jscðlÞ

qfphðlÞDl
(18)

This magnitude is termed the external quantum efficiency

(EQE) or incident-photon to current conversion efficiency

(IPCE). Having determined the EQE, the short-circuit photo-

current under one sun illumination should correspond to

jsc ¼ q

ðlmax

lmin

hEQEf
AM1:5
ph ðlÞdl (19)

where lmin and lmax are the wavelengths where the EQE

vanishes. An example of measured EQE of a DSC with 11.7%

power conversion efficiency at 1 sun is shown in Fig. 6(a),13 in

combination with the photon flux of the AM1.5G spectrum. The

integration of eqn (19) gives, based on the experimentally
Fig. 6 (a) AirMass 1.5 Global (AM1.5G) solar spectrum (photon flux as

a function of wavelength) and the measured External QuantumEfficiency

(EQE) of a DSC with C106 dye (data courtesy ofM. Zhang and P. Wang,

Changchun Institute of Applied Chemistry) and of a BHJ solar cell

formed by PTB7:PC71BM (data courtesy of I. Murray, S. Loser, M.

Hersam, T. J. Marks and L. Yu, Northwestern University and University

of Chicago). (b) Current density–potential characteristics of the cells at

simulated AM1.5G illumination.

6028 | Energy Environ. Sci., 2012, 5, 6022–6039
measured EQE for this case, 18.95 mA cm�2, in good agreement

with the measured photocurrent, as shown in Fig. 6(b). As an

example of the BHJ solar cell, we show the EQE of

a PTB7:PC71BM solar cell with 7.5% PCE.14 Examples of the

EQE of several other cells are given in Fig. 7. It is clear that EQE

of the a-Si:H, DSC and BHJ cells does not fit well with the SQ

assumption of an abrupt bandgap (as exemplified by the GaAs

cell in Fig. 7).

It would be interesting therefore to determine a theoretical

efficiency starting from the real EQE. Ross15 established the

maximal voltage that a solar cell of arbitrary absorbance can

provide under illumination, based on the balance of the incoming

radiation from ambient blackbody radiation, fbb
ph(l,T ¼ 300 K),

and the luminescent emission of the absorber. Recently Rau and

Kirchartz16,17 related the electroluminescent emission Dfem at

a certain voltage, V, to the exponentially enhanced blackbody

radiation, for a material that has an arbitrary EQE, as follows:

Dfem ¼ hEQEðlÞfbb
phðlÞ

"
exp

�
qV

kBT

�
� 1

#
(20)

The minimal recombination current of a solar cell is17

j0;rad ¼ q

ðN
0

hEQEf
bb
phðlÞdl (21)

Using eqn (15), the radiative limit to the photovoltage is

V rad
oc ¼ kBT

q
ln

 
jsc

j0;rad
� 1

!

z
kBT

q
ln

�ðN
0

hEQEf
AM1:5
ph ðlÞdl

�ðN
0

hEQEf
bb
phðlÞdl

�
(22)

But the actual photovoltage is less due to the additional non-

radiative pathways for recombination, the loss due to which is

expressed as15–17

V rad
oc � Voc ¼ � kBT

q
ln

�
jradðVocÞ

jradðVocÞ þ jnonradðVocÞ
�

(23)

This approach has been applied to discuss the efficiency of

III–V18 and organic solar cells.19
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If the collection efficiency of the solar cell is reasonably large,

the photocurrent is balanced by the recombination current at

open circuit. The external radiative efficiency (ERE) at open

circuit is

ERE ¼
exp

�
qVoc

kBT

�ðN
0

hEQEf
bb
phðlÞdlðN

0

hEQEf
AM1:5
ph ðlÞdl

(24)

A recent calculation by Green20 of a broad collection of solar cell

classes shows that solar cells based on organic materials have the

lowest EREs. As discussed later on, this behavior is primarily due

to the existence of several parallel recombination pathways in

addition to recombination through the absorber, which, by itself,

represents only 10�6 of the total recombination.
2. Realizations of solar cells with a single absorber
material12

The previous analysis emphasized the fact that the limits to

photoelectric conversion, set by the SQ limit or its extensions, are

entirely determined by the properties of the absorber, i.e., the

light absorption and radiative emission. The current–potential

curve is simply a statement of recombination as a function of

voltage for an absorber with perfect selective contacts.

How well do real solar cells approach this maximal perfor-

mance? To answer this question the main point is the arrange-

ment of materials to provide a mechanism of charge separation.

Basically, if charge separation occurs in the absorber itself, the

SQ limit can be approached.
2.1 ‘‘First generation’’ solar cells

The so-called ‘‘first generation’’ solar cells are based on crystal-

line inorganic materials like Si (1.12 eV), GaAs (1.42 eV) and InP

(1.28 eV). A scheme of a p–n type crystalline silicon solar cell is

shown in Fig. 3(c). In the crystalline silicon solar cells the

thickness of the absorber is �200 mm. This material is of course

supplemented with selective contacts, which are a p–n junction as

electron extraction contact and a highly p-doped (P+) layer as

hole extraction contact. But the thickness of these layers is

several hundred nm, at most, and their sizes are entirely negli-

gible with respect to the absorber. As a result, the thermalized

carriers that determine the positions of Fermi levels occur mostly

in the absorber itself, and provided that defects are well passiv-

ated at the surface, recombination also occurs in the bulk

absorber material. Therefore, the crystalline silicon solar cell

should be able to approach in practice the SQ limit. The record Si

solar cell yields 43.3 mA cm�2 photocurrent under AM1.5G

insolation.5,12 Because the Si bandgap is 1.12 eV, this is practi-

cally at the limit of photon to electron conversion efficiency (see

Fig. 5(a)). The Voc of this cell is 0.71 V. There are similar high

values for single crystalline GaAs cells with a photocurrent of

29.4 mA cm�2 and a Voc of 1.11 V.5 InP based solar cells have

slightly lower photocurrent efficiency (29.5 mA cm�2) with a Voc

of 0.88 V,5 which can be ascribed to the smaller development

efforts invested in them. In these types of cells the practical limits

of PV efficiency appear to have been achieved or at least closely

approached. Yablonovitch et al. have recently emphasized that
This journal is ª The Royal Society of Chemistry 2012
the limitations to reach the maximal SQ performance in crys-

talline solar cells are due to losses in open-circuit voltage.18

However, as these cells require high-quality crystalline mate-

rials (and, for Si, a relatively large amount of material, so as to

assure total optical absorption, because Si is an indirect bandgap

material, i.e., has a low absorption coefficient over much of the

range where it absorbs) they are still expensive, in terms of the

price of electrical energy that they generate, compared to

conventional methods of electrical power generation. Addition-

ally, the energy payback time for these types of cells is still

measured in years, rather than months (or weeks as for some

coal-fired power plants).
2.2 Cells, based on inorganic materials with structural disorder

The cost of solar cell production can be reduced if we use poly-

crystalline or amorphous absorbers, because of decreased cost of

materials. We will first consider inorganic material-based cells of

this type.

Mostly, these cells are based on Si, in forms from amorphous

(a-Si), to nano-, micro-, poly- and multi-crystalline (nc-Si, mc-Si,

pc-Si, mc-Si; typical grain sizes are nm, mm, 10–100 mm and mm

to cm), on copper indium gallium diselenide (Cu(In,Ga)Se2,

CIGS) or on cadmium telluride (CdTe). Disorder in these

materials affects both the photocurrent and photovoltage

efficiencies.

Photocurrent efficiencies in these cells are between 80 and 85%

of the maximum achievable current for the Eg of the material

used, significantly lower than for single crystal-based cells.12 The

main reason for this decrease is the lower mobility of the

minority carriers, due to scattering at grain boundaries (GBs).

The causes are both the abrupt structural change at the GBs and

the fact that impurities often segregate there. In recent years, nm

scale studies have shown how these losses can be accounted for

by the GBs’ chemistry and physics.

Fig. 8 is a schematic band/energy level diagram of a solar cell

with a polycrystalline material as absorber. The principle of

operation is similar to that of a single crystal-based cell

(Fig. 3(c)), but the presence of grain boundaries (green stripe

with slight downwards bent bands), or defects in general, intro-

duces energetically preferred recombination pathways. As

a result the cell’s performance departs more and more from the

band-to-band radiative recombination model.

In most cases the GB results in a barrier, which translates as

a resistance, and as such decreases the voltage that can be

generated by the cell, because this barrier has to be overcome.

There is another effect, though, that has received less attention,

which is that of near band edges, tail states. The broken peri-

odicity at the GBs introduces states in the gap, with, for

a completely amorphous semiconductor, such as a-Si,

a continuum of states, decreasing in density from the band edges

to the centre of the gap. Such states are also present in poly-

crystalline materials, and their density will increase with the

increase in disorder in the material/decrease in crystallinity.

Their effect is to decrease the amount of absorbed photon

energy that is actually available for conversion and to decrease

the achievable voltage by limiting the separation between

quasi-Fermi levels that is attainable.
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Fig. 8 Schematic energy level/band diagram of a solar cell formed by

a polycrystalline material, the absorber, which is also the electron and

hole transport material (cf. Fig. 3c for diagram of a material without

grain boundary). A grain boundary, shown (in light green), with slight

(downward) bending of the bands, is assumed to be the dominant carrier

recombination site. The arrows indicate the following processes: (1)

absorption of light, producing electrons and holes that relax to the

bottom of the conduction band (EC) and top of the valence band (EV).

The excess photogenerated carriers produce a splitting of the quasi-Fermi

levels of electrons (EFn) and holes (EFp). (2) Recombination of electrons

by relaxation to the valence band.
The first effect, of sub-bandgap absorption, which removes

photons that could be used in a multi-cell arrangement, is

negligible. Photons, absorbed into (near VB) tail states with

energies that can excite an electron beyond the mobility edge, can

contribute to the photocurrent. The drift mobility (and the final

state) of the electron is the same, irrespective of the excitation

energy21 and the hole present in a tail state can be mobile via

hopping. The low cross-sections for excitation from the VB (into

the CB) to near-CB (from the near-VB) tail states (>100� less

than band–band transition) make these processes relatively

minor ones.

The second effect concerns thermalization into the tail states of

the e�–h+ pairs, generated by $Eg photons. As the voltage that

can be extracted is determined by the quasi-Fermi level separa-

tion, this will now be decreased as tail state, rather than band

(mobility) edge energies will become the relevant ones. In 1981

Tiedje analyzed the physics of a-Si:H cells and concluded that the

amorphous structure of the absorber and the resulting tail states

exact an extra price of several 100 mV, compared to what is the

case for perfect crystalline cells.22

We can also appreciate that in the perfect crystal, charge

separation relies on the high mobility and the closely related long

diffusion length that allows carriers to traverse the absorber

thickness, limited only by what is primarily radiative recombi-

nation. But, as noted, the high materials cost of high quality

crystalline materials leads to work on less ideal materials at the

expense of the conversion efficiency. While it is likely that the

efficiency of today’s inorganic polycrystalline cells can be

improved further, they cannot approach the SQ limit as close as

the single-crystal-based cells for the reasons outlined above.
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3. Cells, based on strongly disordered, organic
absorber materials

3.1 Dye-sensitized solar cells (DSCs) and bulk heterojunction

(BHJ) solar cells

A different route to prepare solar cells, one that has been the

subject of intense research in recent years, is to use a combination

of materials for the separate steps involved in the photovoltaic

effect. The absorber is mixed with other materials that rapidly

extract the electron and hole carriers and transport these to the

electrodes. By achieving this mixing at a nanometre scale, it

becomes possible to use a thick enough layer of an absorber (from

100 nm to 10 mm, depending on the extinction coefficient of the

absorber) that, as single phase for sufficient optical absorption,

would have too high an electrical resistance to be fruitful as PV

material. The main examples of this approach of combining the

absorber and the electron and hole transport materials (ETMand

HTM, respectively, cf. Fig. 3) are the DSC1,23 and organic BHJ

cells.2,24 In a BHJ, either the ETM or the HTM (in some cases

both) plays the role of an absorbing layer. The ETM andHTM in

a BHJ are also known as acceptor and donor, respectively.
3.2 Photon absorber

In these cells light is absorbed by a conjugated material (small

organic molecule, organic polymer or organometallic molecule),

rich in p-electrons. The absorption coefficients of these molecules

are very high due to strong overlap of their ground and excited

state wave functions. Generally, absorption leads to formation of

a singlet (spin 0) excited state. These excited states quickly ther-

malize to the lowest vibronic state of the lowest singlet state (S1)25

in a process that is similar to thermalization of an electron that is

excited into the CB and thermalizes to the CB minimum.26 The

energy difference between the lowest vibronic state of the ground

state (S0) and of S1 defines the absorption edge (i.e. bandgap) of

the molecule. The absorption spectrum of molecules is generally

broad (unlike the step function of a direct transition semi-

conductor), due tovaryingdegrees of couplingbetween the ground

and different excited states.Molecules with a spectral spread in the

visible and near IR parts of the solar spectrum are candidates for

solar energy harvesting. In a solid film of the type, needed for

complete absorptionof the solar flux, the local environments of the

molecules vary, which leads to further modulation of the absorp-

tion spectrum. Therefore, it is hard to define a clear absorption edge

for molecular systems. This uncertainty directly impacts on our

ability to use the Shockley–Queisser formalism to determine

conversion efficiency limits and it makes the earlier-discussed

Ross–Rau formalism (Section 1.6) an attractive alternative.

Due to the weak intermolecular interactions, and the low

dielectric constant of organic materials, splitting the (Frenkel)

exciton into a free electron and hole will be extremely inefficient if

only the room temperature thermal energy, kBT ¼ 26 meV, is

available. This is very different from the situation in the p/n

junction cell based on inorganic materials where the (Wannier)

exciton binding energy is less than kBT. The Frenkel exciton

binding energy is several 100 meV.27 We note that there is

a continuing debate about a more exact value, which, naturally,

will also vary between different organic materials and in addition
This journal is ª The Royal Society of Chemistry 2012



can be influenced by screening by background free carriers.28

This high exciton binding energy value is consistent with the

experimental findings that the pure materials never have a high

yield of photo-generated carriers. The central importance of this

problem of exciton splitting explains why these cells are also

known as excitonic solar cells.

One way to overcome the problem is to split the exciton at an

interface, which can provide the necessary driving force because

of differences in electron and hole energies in the two phases that

form the interface. The requirement of an interface, though, puts

a serious limitation on absorber thickness. The exciton should

diffuse to the interface, before decaying to the ground state. The

lifetime of excitons in the relevant materials is �1 ns, which

corresponds to an exciton diffusion length of �10 nm. So as not

to lose solar photons, because of insufficient absorption, the

absorber thickness has to be at least �100 nm. To overcome this

dilemma of the need for too thick an absorber, the absorber can

be adsorbed as a monolayer on a porous, very high surface area

material (as in the DSC) or a bulk hetero-junction can be formed,

as in organic BHJ cells. We note however that organic solar cells

prepared by serial layers (based on small molecules) have also

achieved significant efficiencies.5,9,29
3.3 Working principles of DSC8

A scheme of the DSC is presented in Fig. 9. The excitation of

a dye molecule by a photon promotes an electron to the excited

state of the sensitizer; the electron is then rapidly injected into the

TiO2 nanostructure. The oxidized dye is regenerated by a redox

carrier, a liquid electrolyte with high ionic concentration, or via

a solid hole conductor. Efficient electron–hole separation

requires an energy price, which is reflected in the electronic

energy level alignment of the materials, which has to be such that

it facilitates both electron injection into the conduction band of

the ETM and regeneration of the oxidized dye by hole transfer to

the HTM. This is in contrast to a single material (inorganic) solar

cell, discussed above. The main difference is that the quasi-Fermi

levels of electrons and holes, that establish the voltage in the solar

cell, are not determined in the absorber (where the photoexcited

carriers may not even relax before injection30) but in the ETM

and the electrolyte, respectively (see Fig. 9(a)). In a DSC, in

contrast to what we showed in Fig. 3(c), we find that stable

populations of carriers, determining the quasi-Fermi levels,

occur in separate materials and not in the absorber only. Because

the stable populations of photogenerated carriers occur in the

ETM and HTM, charge transfer between these two media

dominates recombination of carriers, as indicated in Fig. 9(a).

This picture differs, therefore, in many respects from that of

a single material cell, concerning the physical limits to efficiency.

First of all the ETM and HTM have their own transport levels,

which cannot be crossed by the quasi-Fermi level. But due to the

energy steps, required for efficient carrier injection and for

regeneration of the sensitizer (in a DSC), the difference between

such levels is substantially less than the optical absorption gap of

the absorber. There is, therefore, an a priori reduction of voltage

by the energy required to drive injection and regeneration.

In reality, Voc is determined by the number of electrons stored

in the ETM, most commonly TiO2 (titania), and this is in turn set

by recombination of the thermalized electrons in the electron
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transport nanostructure. Disorder in the titania nanostructure,

which is prepared and made up of individual nm sized particles,

with some interparticle sintering, is a prominent feature that is

expressed also in the material’s energy levels. These can be traced

experimentally, e.g., by chemical capacitance.31 In Fig. 9(b) we

indicate the titania gap states. Experimental chemical capaci-

tance data that reflect this energy disorder and which are char-

acteristic for the nanoporous titania, used as ETM, in a broad

collection of DSCs, using different dyes and electrolytes, are

given in Fig. 9(c).32 The Cm vs. VF plots (Fig. 9(c)), where VF

reflects the electron Fermi level in TiO2 with respect to redox

potential (Fermi level equivalent) in the redox solution,33 relate

directly to the density of states, g(E), at the Fermi level according

to the expression

Cm ¼ q2
vnL

vEFn

¼ qgðEFnÞ (25)

where nL is the total density of electrons in localized states in the

bandgap.31 The results in Fig. 9(c) show that the electron

distribution in the bandgap obeys an exponential distribution of

traps, which is shifted on the horizontal, VF, scale, depending on

the composition of the electrolyte of the particular DSC. This

shift on the VF scale reflects a shift of the conduction band

position with respect to the reference, the Fermi level of the

HTM, in general.

Electrons accumulated in the TiO2 nanostructure transfer

mainly to holes in the redox carrier, as suggested in Fig. 9(a), very

likely by a mechanism involving transfer through surface

states,31,34 as indicated in Fig. 9(b). These findings support the

idea that disorder determines both carrier accumulation in TiO2

and the dominant pathway for recombination. Because recom-

bination is disconnected from radiative emission in the absorber,

the external radiative efficiency is extremely low, as noted by

Green.20 A substantial decrease of the voltage can be expected,

with respect to the radiative limit for voltage, described in

Section 1.6. A scheme indicating this situation, and the different

reductions of voltage in a DSC, is shown in Fig. 10.
3.4 Working principles of a BHJ solar cell

The active layer of a BHJ solar cell is a (phase segregated) blend

of a hole carrier material i.e. the donor (D) and an electron

carrier material, the acceptor (A). We will use the energy scheme

of a standard BHJ solar cell, shown in Fig. 11, to discuss the

mechanism of operation and the losses incurred during PV

operation. Excitons are photogenerated in the organic absorber,

often a thiophene-based polymer, such as P3HT (Poly-3-Hexyl-

Thiophene), which is also the donor and dissociated at its

interface with an electron-accepting ETM, mostly a C60 deriva-

tive, by injecting an electron into it.35 Some photogeneration of

excitons in the fullerene can occur36 and is also indicated in

Fig. 11.

Charge separation using only organic materials requires more

energy than that using an inorganic and organic interface as in

the DSC (because now all phases have a low dielectric constant

and low mobility). The rate of Photo-Induced Electron Transfer,

PIET, in these materials is described by the Marcus electron

transfer model.37 In this model the activation energy (DG*) for

energy transfer is given by
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Fig. 9 (a) Energy diagram of a nanostructured solar cell (specifically

a DSC), formed by several (spatially mixed) materials that function,

separately or jointly, as the absorber, the electron (ETM) and hole

(HTM) transport materials. The arrows indicate the following processes:

(1) absorption of light, generating electrons and holes in the absorber. (2)

Injection from the absorber to the ETM and HTM. Carriers relax to the

conduction band of the ETM, EC, and the valence band (EV) of the

HTM, producing a splitting of the quasi-Fermi levels of electrons (EFn) in

the ETM and holes (EFp) in the HTM. (3) Recombination of electrons in

the ETM with holes in the HTM, both from EC and from bandgap

surface states in the ETM. (b) Schematic representation of the steps

involved in the recombination between the electrons in TiO2 nano-

particles and the oxidized species in the electrolyte (or hole conductor).

EF0 is the position of the Fermi level in the dark, equilibrated with the

redox potentialEredox (the redox solution equivalent of the Fermi Level33)

of the acceptor species in solution. The following processes are indicated:

electron transport in the transport level; capture by surface states; and

electron transfer through a surface state. On the right side we show the

fluctuating energy levels of oxidized species in solution according to the

Marcus–Gerischer model.37,70 l is the reorganization energy of the

acceptor species in the ionic or hole transport material with an effective

density of states D. Eox is the most probable energy level for the oxidized

Fig. 10 Sketch of the energy diagram showing light absorption and

charge transfer processes that occur in the DSC at open circuit. The

origins of each of the energy losses in the cell, associated with injection,

recombination and dye regeneration, are indicated, showing how the

maximum potential, theoretically attainable by the solar cell, the gap

energy of the dye, Egap, is reduced to the actual open-circuit voltage Voc.

For clarity of presentation, the dye is not represented at the interface of

the electron and hole transport materials, but separately on the right. EC

represents the conduction band bottom, EFn the electron quasi-Fermi

level, EFp the hole quasi-Fermi level, and TCO the transparent con-

ducting oxide acting as electron collector. Dashed arrows indicate the

direction of the electron flow in the mentioned processes, while plain

arrows indicate an energy difference.
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(DG*) ¼ (DG0 + l)2/4l (26)

Here l is the reorganization energy (see Fig. 12). In molecular

systems DG0 is given by the difference in redox potential of D and

A. While the difference in LUMO levels is often taken as such,

only if the change in entropy can be neglected, D (LUMO) will

represent the change in free energy. l depends on vibronic modes

in the organic molecules. Fig. 12 shows the free energies of the

states involved in the PIET process.

After initial PIET, the molecule with an extra electron (in

higher vibronic level) can relax to its ground state and then to

a Coulomb-bound state, due to the presence of the hole, or there

can be electron transfer to another acceptor molecule if the

intermolecular charge transfer rate is high (i.e., l for intermo-

lecular electron transfer is small and the intermolecular electronic

coupling for charge transfer is high), and then transition to the
state of the acceptor species. The electronic DOS in the semiconductor

nanoparticle has an exponential shape, decreasing from the conduction

band bottom towards the center of the gap. (c) The chemical capacitance

of a number of DSCs with different dyes and electrolytes32 is plotted

against VF (the potential that describes the Fermi level position in the

semiconductor). The horizontal shift is due to the difference in dye and

supporting electrolyte between the different DSCs. Such electrochemical

methods, that measure the chemical capacitance, provide a direct

measurement of the electronic DOS in the semiconductor.
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Fig. 11 (a) Energy diagram of an organic bulk heterojunction (BHJ)

solar cell, consisting of a mixture of [6,6]-phenyl-C61-butyric acid methyl

ester (PCBM) and poly(3-hexylthiophene) (P3HT) and the following

processes: (1) primary photoexcitation of the polymer or PCBM across

the bandgap; (2) transfer of an electron or hole across the interface; and

(3) recombination. A charge transfer exciton, formed by a bound elec-

tron–hole pair, of the carriers in different materials, is suggested. (b) As

(a) but indicating the trap states in the bandgap of both materials, the

equilibrium Fermi level (EF0) and the electron quasi-Fermi level at 1 sun

illumination (EFn). The arrows show the following processes. (1) Primary

photoexcitation of the polymer across the bandgap, hn ¼ 1.85 eV. (2)

Recombination across the interface of an electron in PCBM close to the

quasi-Fermi level with a hole close to the quasi-Fermi level in the poly-

mer. (3) Photoexcitation of an electron close to the HOMO of the

polymer, to a localized state close to the LUMO of the PCBM, hn ¼ 1.20

eV. The density of states in PCBM is outlined. (c) The chemical capaci-

tance of a number of BHJ solar cells, plotted againstVoc (measurement at

open circuit at different illumination intensities).58–60 The measured

capacitance corresponds to the DOS of PCBM that is outlined in (b).

Fig. 12 Free energy diagrams for photo-induced electron transfer and

vibronic relaxation after electron transfer. Dotted arrow shows the

electronic transition from the ground state (DA) to the excited state

(D*A). The minimum energy required to create (D*A) is given by Eg.

Electron transfer is an activated process with the activation energy DG*.

DG0 and DGrec
0 are the changes in free energy of electron transfer and

recombination, respectively. After electron transfer, the whole system

relaxes to accommodate the extra charges in the donor and acceptor

molecule (shown in parabola D+A�). The vibronic relaxation depends on

the available vibronic modes in the system. The inset shows the relaxation

energy for charge transfer, lrel (1) and lrel (2). The value, provided in the

main text for hole relaxation, is lrel (1), which we denote as lrel, because

lrel (1) z lrel (2). The reorganization energy is �2� relaxation energy.

Fig. 13 The charge separated state of free electron and hole can be

obtained via a hot charge transfer (CT) state, formed from an excited

donor (D*)–acceptor (A) pair. The initial state (not shown) would be to

the left of the diagram. LRS: Lattice Relaxed State. D+A� stands for the

lowest energy CT state, often denoted as CT1.
71
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lattice-relaxed state, LRS polarons.35 The polaron binding

energy stabilizes the system, via rearrangement of the electron

clouds around the separated charge, the electronic polarization,

and via rearrangement of the nuclei around the charge, nuclear

polarization.38–40

In the case of disordered materials, this stabilization energy

will be different for molecules at different sites due to differences

in the local environment. If the Charge Transfer (CT) state has

a lower energy than the LRS, the CT exciton will be separated by

the excess energy stored in the vibronic levels (hot CT), as

illustrated in Fig. 13. The carriers in the LRS determine the

electronic free energy available in the system.
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Fig. 14 Effect of static and dynamic (inset) disorder on the electronic

energy levels of a system. (a) Electronic energy level distribution due to

static disorder that can arise even from only loose packing of molecules in

the crystal lattice.44 Each horizontal bar represents the lower vibronic

level of a molecule at a given site. The number of bars represents the

number of molecules present in 2D space. However, due to thermal

energy, higher vibronic levels can be populated. Inset: state diagram

showing the different vibronic energy levels for a given state and (b)

resulting broadening of states, due to both static and dynamic reasons.

Fig. 15 Illustration of UPS-band shape and energy position for various

molecular packing/orientations (based on UPS results of pentacene). (a)

In the gas phase there is spread in the spectrum, due to the presence of

different vibronic levels. This spread is dynamic and depends on

temperature. (b) In the case of non-, micro- or nano-crystalline solids, the

local energy levels differ with the surrounding structure (static disorder)

(after Kera et al.; adapted with permission from ref. 41;ª 2009 Elsevier).
In Fig. 14, the horizontal bars represent the fully relaxed

molecules in their lattice position. Hence, the difference in

polarization energy at different sites can be manifested as tail

states.

The inset of Fig. 12 shows the relaxation energy lrel (1) and

lrel (2) (lrel). This is the energy difference between a charged

molecule in its original neutral geometry and the charged mole-

cule in its relaxed geometry. The relaxation occurs via different

vibronic modes, available to the molecule (see Fig. 12). As

lrel (1) z lrel (2), we denote the relaxation energy as lrel. Typical

values for hole relaxation in thin films of stiff aromatic organic

molecules are in the range of 70–150 meV.41 We can assume at

least the same order for the relaxation energy for electrons, based

on DFT calculations for organic molecules39 and because of the

more delocalized character of the LUMO than the HOMO

(no experimental value of electron relaxation is available).

Typical PIET involves relaxation of both the electron and the

hole. The polymers that are used for OPV are significantly less

stiff than say pentacene or a phthalocyanine, and we can thus

expect the relevant lrel values for the hole (on the polymer) to be

larger than those for which we quoted experimental results.

Hence, the vibronic relaxation, associated with photo-induced

charge transfer in OPV, is likely to be at least 150 and more likely

close to 300 meV.

For efficient photocurrent production a few 100 meV (to

overcome the Coulomb potential) have to be paid for efficient

energy separation due to low dielectric constant of the organic

material. The energy lost due to vibronic relaxation can be used

to overcome the Coulomb potential and may even be sufficient to

overcome the Coulomb bound state; any additional energy that

goes into vibronic relaxation is lost.

From the above discussions we find that both reorganization

energy and free energy change play a major role in the photo-

current production (first to produce the bound e–h pair from the

exciton and then the separation of the e–h pair). We note that

other mechanisms have been proposed for efficient photo-carrier

generation at the O–O (donor–acceptor) interface and the reader

is referred to the literature for these.42
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3.5 Tail states in an organic semiconductor

Another important aspect of heterogeneous solar cells, formed

by low cost processes, is that the materials are often quite

disordered, a feature already referred to a few times above.

Besides the low mobilities that such disorder implies, which is

beyond the scope of this paper, the distribution of states (tail

states; see also Section 2.2) in the ETM and HTM plays a major

role in determining the photovoltage and e–h recombination in

both DSC and BHJ solar cells. Tail states, which are known to be

present in amorphous materials, have also been identified in

organic solids43 including highly crystalline organic materials44

(e.g., pentacene crystals), an observation that is especially rele-

vant for small molecule-based organic cells. The reason is likely

that the interactions between the components of the crystal are

weaker than in inorganic non-molecular materials, leading to

a more extensive thermal disorder (shallower potential well for

minimum energy conformation). The origin of tail states is two-

fold:

(a) static disorder as a result of loose crystal lattice and

deformation of molecules.

(b) dynamic disorder due to the vibrational degrees of freedom

of the molecules and the ensemble. Fig. 15 schematically

describes the origin of tail states in organic solids.

Evidence for tail states. The edge broadening that is ascribed to

tail states can be inferred from gas phase and solid state UPS

spectroscopy. Ueno et al. described the effect of dynamic and

static disorder on the UPS spectrum (see their figure from ref. 41,

part of which is reproduced here as Fig. 15). They measured, by

high resolution UPS, a hole relaxation energy in rigid aromatic

organic materials of �100 meV and a total broadening of

�200 meV.41 We can attribute the difference to static disorder.

Another report on perylene and naphthalene tetracarboxylic di-

anhydride (PTCDA and NTCDA) showed �400–600 meV

broadening of the HOMO level in the solid state.45

Further evidence for tail states come from pinning of the

Fermi level at several 100 meV above (below) the HOMO

(LUMO) edge in many organic materials.43,46 Tengstedt et al.
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observed such pinning and attributed it to EF alignment with

polaron levels of the organic semiconductor.47 However, there is

now ample evidence linking this phenomenon to the presence of

tail states.43,48 Pinning of Fermi levels is also observed for organic

semiconductors on other substrates, such as high work function

metal oxides,49 indicating that tail states are an inherent property

of organic solids with some degree of disorder.

Understanding losses due to tail states. In the previous section

we mentioned that the voltage loss in disordered inorganic cells,

due to recombination via tail states, can be up to 0.3 V (in the

case of a-Si). An important question is therefore whether losses

are of the same order in disordered organics, and it has recently

been suggested that this effect plays a dominant role in BHJ solar

cells.50–52 In the case of a-Si recombination is dominated by

trapped holes in the VB and the recombination, which is not an

activated process, happens in the bulk of the material. For BHJ

solar cells the recombination mechanism at Voc is bimolecular in

nature.53,54 The bimolecular recombination rate in a dielectric

medium can be described by the Langevin rate:
kL ¼ q(mn + mp)/33o (27)

where mn and mp are the electron and hole mobilities, respectively.

Experimentally determined recombination rates for BHJs are 2–

3 orders magnitude smaller than the Langevin rates.53,54 These

rates reflect a bimolecular process.53,54 One of the reasons for the

lowered rate could be phase separation in the bulk, which creates

domains for electron and hole transport so that recombination

can only happen at the domains’ interfaces. Another mechanism

in series could be a Marcus type of recombination, where the

non-geminate free electron and hole pair recombine to yield

neutral molecules. In that case the observed recombination rate,

krec, is given by

1

krec
¼ 1

kL
þ 1

kM
(28)

where kM is given by

kM ¼ k0e
�ðDG0

recþlÞ2
�
4lkBT (29)

This process is an activated one. The rate of recombination krec
depends on the donor–acceptor coupling (ko), reorganization

energy (l) and Gibbs free energy change on recombination DG0
rec.

It is sometimes stated that recombination happens in the Marcus

inverted region as the Gibbs free energy change in recombination

is often higher than the reorganization energy of the event (cf.

Fig. 12). In this case lower coupling and lower reorganization

energy will result in a lowering of the recombination rate.

However, it is experimentally observed that the output open-

circuit voltage reached using a set of donor polymers with

HOMO levels ranging from �4.6 eV down to �5.7 eV scales

linearly with the blend effective bandgap interpreted as the E(A)

LUMO � E(D)HOMO energy difference.55 If recombination occurs

within the Marcus deep inverted region (kM changes quadrati-

cally) the recombination flux is lowered for larger energy offsets.

Under this assumption one might expect that Voc would scale

supralinearly with E(A)LUMO–E(D)HOMO. The recombination

reduction is smoothed if charge transfer takes place around the
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maximum of the Marcus expression implying larger reorgani-

zation energies. By using l z 1 eV, simulations show that the

open-circuit voltage linearity with effective bandgap is

preserved.50

The role of the coupling constant (ko) has been discussed in

various articles.56,57 It appears that structural disorder at the

interface as well as relative orientation (rotational disorder) of D

and A with respect to each other may also affect the coupling

constant56 which in turn affects the kinetics of recombination (as

well as charge separation). The typical recombination rates for

these materials are 10�12 to 10�14 cm�3 s�1.

Quantifying tail states. In a typical organic material, the

density of states (DOS) in HOMO or LUMO level is of the order

of �1020 cm�3. Under normal insolation the photogenerated

carrier density for a material with an optical bandgap of �1.85

eV is between 1016 and 1017 cm�3,53,58 depending on various

material parameters, especially the recombination rates. As the

carriers in organic semiconductors move via hopping (i.e., slow

and thus can fall into traps), photo-generated carriers always

populate these tail states.50Recombination of electrons and holes

occurs via these tail states, and the rate of recombination is such

that, at one sun illumination, these tail states are not filled

completely. In fact the carriers accumulate in broad bands of

localized states, as suggested in a scheme for the BHJ in

Fig. 11(b). Measurements of the DOS by the chemical capaci-

tance, as indicated before in eqn (25), are shown in Fig. 11(c) for

P3HT:PCBM in regular and inverted configuration58,59 and for

PBBTDPP2:PC70BM.60 The DOS in the PCBM has an expo-

nential shape that sometimes could be interpreted as a Gaussian

as well. Measurement of the DOS above voltage higher than Voc

at one sun has so far been complicated by the appearance of

negative capacitance and so the full shape of the DOS is not

known. The quasi-Fermi level position is determined by the free-

carrier concentration, which in turn depends on the balance

between the rates of photo-generation and recombination. The

carrier density is modulated by the shape and energy position of

available electronic states, which in real devices exhibit featured

distributions entering the bandgap. Crystallization or molecule

aggregation changes the actual DOS within the bandgap and are

therefore key aspects for determining electronics aspects in the

solar cell after blend formation. The capacitance measurements

are a direct technique able to extract a detailed view on absolute

energy and state distributions using complete devices. As shown

in Fig. 11(c) capacitance analysis shows the occupation of

acceptor states (fullerene DOS). The use of different polymers

produces a shift in the capacitance onset related to the position of

the HOMO acceptor. Such a position is known to depend on

blend processing conditions and final morphology, and can be

considered as a reference for the device energetics. Moreover, it

has been shown that for the P3HT:PCBM system, the loss due to

tail states could be of the order of 200 mV. As the separation of

quasi-Fermi levels is dictated by recombination and these tail

states, any lowering in recombination rate (by smart design of

molecules) would be helpful in increasing the Voc.
50

Modeling and analyzing tail states. Rau andWerner61 analyzed

the effect of tail states in a single absorber system, taking into

account their influence on spatial distribution of the bandgap. In
Energy Environ. Sci., 2012, 5, 6022–6039 | 6035



Table 1 Fill Factor (FF) values for best cells in different categories.
Data taken from ref. 5, 12 and 72

Cell type Bandgap (eV) Voc (V) FF (%)

Si 1.12 0.71 82.8
GaAs 1.42 1.11 85.9
InP 1.28 0.88 85.4
CIGS 1.15 0.71 79.2
CdTe 1.45 0.84 75.5
a-Si 1.73 0.89 67
DSC (black dye) 1.3 0.74 68
DSC (N719) 1.6 0.82 74
DSC (YD2-o-c8 +Y123)a 1.7 0.93 74
Organic Polymer (Konarka) 1.65 0.82 70.2
Organic Small Molecule (Mitsubishi) 1.66 0.90 66.1

a ref.72, in-house measurement, see also ref. 5.

Fig. 16 Fill Factors (FF) of best laboratory cells (as of Dec. 2011) of

different categories. The solid lines represent the expected FF value for

a given value of n. The disorder impacts the FF value of the cell due to

higher number of recombination mechanism. CIGS stands for Cu

(In,Ga)Se2; OPV stands for Organic PhotoVoltaic cell, with the labora-

tory that made the cell in parentheses as, unfortunately, the actual

material compositions are not always released; DSC indicates Dye

sensitized solar cell with the dye used in parentheses.
BHJ cells, one can also apply the same logic, where the distri-

bution in bandgap is linked to the tails in HOMO energy of the

donor and in the LUMO energy of the acceptor.50 If a Gaussian

distribution is considered for the electronic states, the photo-

generated carriers, which are initially distributed along density-

of-states shape, thermalize in the Gaussian tail following

a Boltzmann statistics in the case of low occupancy with an

average, equilibration energy sn/kBT below ELUMO. Such an

energy signals the mean energy level of the charge carriers and is

located above the concentration-dependent Fermi energy.62 A

straightforward calculation allows determining the Fermi level

positions63 from which an expression for Voc can be readily

given:64

qVoc ¼ Eg � sn
2 þ sp

2

2kBT
� kBT ln

�
NnNp

np

�
(30)

Here Eg is the effective bandgap, i.e., the difference between the

transport levels for holes (HOMO of donor) and electrons

(LUMO of acceptor). The second summand contains the term

related to the electron and hole equilibration energies, which

establish an upper limit to the achievable photovoltage, and

might be interpreted in terms of a reduction in the effective

bandgap Eg (�400 mV for sz 100 meV at room temperature). It

appears as a distinctive feature of organic disordered compounds

related to the Gaussian DOS occupancy.

Reducing tail state density. A possible way of negating the

effect of tail states could be by permanently filling the tail states

by dopant molecules. In the case of a-Si it has been found that

doping indeed fills tail states. A recent study by Deschler et al.65

reveals that p-doping of an organic polymer (with organic

dopant) fills the tail states in the HOMOmanifold and affects the

optical, charge transfer and recombination properties of the

system. The filling of tail states also improves the charge trans-

port, as filled states do not trap carriers and consequently do not

affect transport.66,67

We note that in the case of a DSC (with TiO2 as n-type

semiconductor) the tail states, though present,68 dynamically fill

after photo-induced charge transfer from the dye. Hence the

electron quasi-Fermi level can be close to the CB of TiO2. The

same process does not take place in the organics used for OPV,

because recombination from tail states is likely to be much faster.

This can be due to the higher degree of local disorder in the

materials used in a BHJ OPV than in a DSC (an idea that can be

tested experimentally by comparing data for nano-crystalline

organics with those of the common BHJ cells).
4. Fill factor and disorder

From eqn (16), we can infer that FF depends on Voc (which in

turn depends on the bandgap of the material) and diode quality

factor n. Due to the presence of multiple ways of recombination

in a disordered material, n is higher than that of a crystalline

material. Table 1 summarizes the values for best cells in different

categories. Though empirical, a trend arises from the compiled

data. For perfect crystalline cells, the value of FF is 80–85%while

for organic based cells it is 65–70%, with intermediate values for

disordered inorganic ones, though the values of Voc are compa-

rable in many cases. Fig. 16 describes the distribution of FF
6036 | Energy Environ. Sci., 2012, 5, 6022–6039
values over different type of cells. We can see that a good amount

of extra loss happens in organic based cells compared to crys-

talline cells.
5. Projected efficiencies

From the discussions presented here we can infer that in addition

to the fundamental losses, which are applicable to 1st generation

solar cells, DSCs and OPVs have several other loss mechanisms,

namely, vibronic loss (dynamic disorder), dielectric loss and tail

state loss (static disorder). Though these losses are interdepen-

dent, if not addressed properly, their combined effect will reduce

the maximum achievable efficiency significantly. We can also

include other loss mechanisms like EQE loss due to the optical

absorption spectrum of the organic absorber as the optical

absorption is primarily molecular in nature and the transition

dipole varies with electronic levels. Because of limits on how
This journal is ª The Royal Society of Chemistry 2012



Fig. 17 Calculated efficiency of OPV, based on S–Q limit, with different

loss mechanisms added, as a function of absorption edge energy. As

discussed in the text, vibronic loss can compensate for dielectric loss.

Clearly any improvement beyond the assumptions made here, e.g., >80%

EQE, n < 2, decreased density of tail state, higher effective dielectric

constant and decreased vibronic loss, will improve the estimates, i.e.,

push the curves towards higher likely efficiencies and lower optimal

bandgaps.
thick the films can be made, the EQEs of organic cells are smaller

than inorganic ones and <100%. Fig. 7 gives an example of such

a case. We can make an educated guess for EQE of OPV cells as

80%. Due to the presence of disorder induced defect centers,

there can be more than one type of recombination mechanism.

From eqn (16), we see that FF is dependent on the ideality factor

n, which in turn depends on the importance of various recom-

bination processes. Hence more than one type of recombination

can reduce the FF. However, we cannot derive a clear lower or

upper limit of the diode ideality factor for OPVs. We will take,

n¼ 2, for the present purpose of estimating OPV efficiency limits,

based on the best cells presently reported in the literature. We

note here that the FF loss also depends on cell processing. Fig. 17

gives an estimate of efficiency of OPVs with different loss

mechanism for a given bandgap absorber. Here we note that Voc

of the organic based cell can be related to optical gap of the

absorber by taking into account the driving force for charge

separation and vibronic loss after charge separation.

With all the additional losses, the focus on �1.4 eV absorbers,

based on pure SQ analysis, central to much PV development,

would appear to be somewhat misguided for molecular cells.

6. Challenge and future of solar cells based on
organic materials

One can get a sense of the development profile for these kinds of

cells over the years by looking at the periodically updated ‘‘Best

Research-Cell Efficiency’’ plot on the National Renewable

Energy Laboratory (NREL) website (http://www.nrel.gov/ncpv/).

In a previous paper12 we also provide information (which we

update on our website http://www.weizmann.ac.il/materials/

Cahen/links) about the performance of various solar cells. The

trend shows that over the past few years organic molecule-based

cells have improved significantly. However, organic materials are

often unstable in the presence of light and air. Thus, the stability
This journal is ª The Royal Society of Chemistry 2012
issue associated with OPVs has to be addressed for commercial

success of these cells. A small percentage of degradation in one

cell that is part of a commercial module can bring down the

efficiency of the whole module. Encapsulation of these cells can

solve stability issues, due to ambient atmosphere and, indeed,

there is no commercial solar cell today that is not encapsulated.

However, the requirements for organics are likely to be more

strict and the material and technique should be compatible with

contacts and photo-active materials. This extra caution in

encapsulation may increase the cost of production. There is hope

in this regard from the development history of Organic Light

Emitting Devices (OLEDs). During the early days of develop-

ment, OLEDs also faced stability issues from the ambient. Now

OLEDs show up to 105 h operational lifetime, making them

commercially viable. Furthermore, the excellent lifetime of

certain organics in paints, especially for automobiles, is often

cited to show that the problem is not an intrinsic one for cheap,

mass-manufacturable materials.
7. Summary

After decades of research and development, solar cells that are

based on disordered material(s) lag behind their more crystalline

counterparts in efficiency as well as in commercialization. Two

types of disorder are involved, which are static and dynamic in

nature. The former is present even without any energy input into

the system, while the latter comes about with such an energy

input, most commonly as vibrations and rotations for molecules,

which, for non-molecular systems, are expressed as phonon

modes. The basic physico-chemical limitations in terms of the

photovoltaic effect, arising from their disorder, are reflected in

the overall performance of these cells. Disorder affects the elec-

tronic energies available (tail states). These states can dominate

recombination, which can be non-geminate. Energy disorder in

the electron (or hole) transport material also increases the energy

differences between the band edges or their molecular equiva-

lents and the quasi-Fermi levels, which implies that we pay

a price in terms of photovoltage.

In the case of organic molecular materials the energies

involved in vibronic modes lead to an additional loss because of

relaxation of photo-generated carriers. However, this same

vibronic loss may help to overcome Coulomb attraction in low

dielectric materials. One way to mitigate the effect of tail states,

which seems to be inherent in low-cost materials on available

photovoltage, is to fill these states by chemical doping. To

minimize the vibronic loss, new material design is required,

where, though, care should be taken, so that the charge separa-

tion at the interface is not affected.

In case the absorber and transport materials are separated

(e.g., in the DSC) this can help to optimize materials separately,

but carries a price in terms of increased probability for non-

radiative recombination, as reflected experimentally in very low

electroluminescence, and in low photovoltaic efficiency.
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