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Defect migration in methylammonium lead iodide
and its role in perovskite solar cell operation†

Jon M. Azpiroz,ab Edoardo Mosconi,*a Juan Bisquertcd and Filippo De Angelis*a

In spite of the unprecedented advance of organohalide lead perovskites in the photovoltaics scenario,

many of the characteristics of this class of materials, including their slow photoconductivity response,

solar cell hysteresis, and switchable photocurrent, remain poorly understood. Many experimental hints

point to defect migration as a plausible mechanism underlying these anomalous properties. By means of

state-of-the-art first-principles computational analyses carried out on the tetragonal MAPbI3 (MA =

methylammonium) perovskite and on its interface with TiO2, we demonstrate that iodine vacancies and

interstitials may easily diffuse across the perovskite crystal, with migration activation energies as low as

B0.1 eV. Under working conditions, iodine-related defects are predicted to migrate at the electrodes on

very short time scales (o1 ms). MA and Pb vacancies, with calculated activation barriers of B0.5 and

0.8 eV, respectively, could be responsible for the slow response inherent to perovskites, with typical

calculated migration times of the order of tens of ms to minutes. By investigating realistic models of the

perovskite/TiO2 interface we show that negatively charged defects, e.g. MA vacancies, close to the

electron transport layer (TiO2 in our case) modify the perovskite electronic state landscape, hampering

charge extraction at selective contacts, thus possibly contributing to the observed solar cell hysteresis.

We further demonstrate the role of the electron transport layer in affecting the initial concentration of

defects close to the selective contacts, highlighting how charge separation at the perovskite/TiO2

interface may further change the defect distribution. We believe that this work, identifying the mobile

species in perovskite solar cells, their migration across the perovskite material, and their effect on the

operational mechanism of the device, may pave the way for the development of new materials and solar

cell architectures with improved and stabilized efficiencies.

Broader context
Hybrid lead-halide perovskites have revolutionized the scenario of emerging photovoltaic technologies, thanks to their unique set of properties. Since the
seminal work by Kojima et al. in 2009, perovskite solar cells (PSCs) have experienced an exponential growth, with photovoltaic efficiencies now topping 20%. In
spite of such an impressive development, an in-depth understanding of many of the physical properties of this class of eclectic materials remain elusive,
including ion (defect) migration, which could explain the slow photoresponse, the J–V hysteresis, and the switchable photovoltaic effect. Based on first-
principles simulations, we identify iodide vacancies and interstitials as the most mobile defects, followed by methylammonium vacancies and lead vacancies,
which have increased activation energies. The accumulation of defects close to the selective contacts under operative solar cell conditions is predicted to modify
the landscape of the perovskite electronic levels, hampering charge separation and presumably lowering the performance of the device. This work, identifying
the mobile defects in PSCs, their migration across the perovskite material, and their effect on the operational mechanism of the device, may provide a basis for
the interpretative framework required for the development of new materials and device architectures with enhanced functionality.

1. Introduction

Since the pioneering work by Kojima et al.,1 organohalide lead
perovskites have revolutionized the field of emerging photo-
voltaic technologies. By changing the electrolyte formulation
and the deposition method of the perovskite sensitizer on TiO2,
Park et al. were able to improve the power conversion efficiency
(PCE) from the original 3.8% by Kojima et al. to 6.5%.2
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Replacing the liquid electrolyte with a solid-state hole conduc-
tor represented another step forward both in terms of stability
and efficiency, reaching PCE values of 9.7%3 and 10.2%.4 Lee
et al. demonstrated that substituting the TiO2 substrate with a
mesoporous scaffold made of Al2O3 produced similar conver-
sion efficiencies, suggesting that the perovskite itself works as
an electron transporter.4 At the same time, Etgar et al. showed
that the perovskite could also assume the role of a hole
transporter material,5 which prompted the development of
new device architectures. Over the last three years, perovskite
solar cells (PSCs) have experienced an unprecedented develop-
ment,6–8 with various reports of efficiency close to 20%,9,10 and
a certified 20.1% efficiency value.

In spite of such a ‘‘perovskite storm’’, many of the properties
of this class of eclectic materials remain elusive. In particular,
there are three unusual findings that have earned a lot of
attention, namely (i) the slow electrical material response under
light irradiation;11,12 (ii) the anomalous hysteresis of the current–
voltage ( J–V) curves shown by various PSC devices;13–18 and (iii) a
recently reported giant switchable photovoltaic effect.19,20

In the former case, measurements by Gottesman et al.
showed a slow (seconds to minutes) conductivity response of
the methylammonium lead iodide (MAPbI3) perovskite under
illumination.11 A possibly related phenomenon was reported by
Sanchez et al., who found a giant photoinduced dielectric
constant in MAPbX3 perovskites (X = I, Br, Cl).12 Regarding
the hysteresis, the J–V behavior of PSCs is known to strongly
depend on the employed electron transport layer (e.g. organics,
Al2O3 or flat/mesoporous TiO2).13–17 Moreover, the operational
point preceding the measurement (i.e. dark, open-circuit, or
short circuit) strongly modulates the shape of the J–V curve.
Furthermore, the J-scanning sweep rate strongly affects the
shape of the J–V curves in various types of devices.13–15 Adding
to this discussion, a very recent paper by Xiao et al. reported a
giant switchable photovoltaic effect, which was observed after
poling with an external electric field, on a MAPbI3-based device
built with non-selective contacts.19,20

The slow photoinduced response, the hysteresis and the
switchable photovoltaic effect could be different macroscopic
manifestations of a possibly similar underlying microscopic
picture. Some experimental results pointed to the role of inter-
face effects as the origin of these anomalous phenomena.15 The
slow photoconductivity or dielectric response and hysteresis are
observed for a variety of device architectures (on Al2O3, TiO2,
and with or without hole transport layer), and even with
different perovskites (e.g. mixed halides vs. purely iodide),
which turns the focus to possible general properties of organo-
halide perovskites.15 Notably a sizable dependence of the J–V
hysteresis on the nature of the electron transport/collection
layer has also been observed, with devices employing a flat TiO2

layer showing increased hysteresis compared to those based on
a mesoporous TiO2 scaffold.14,17 Employing fullerene deriva-
tives as an electron transport/collection layer was also shown to
reduce the PSC hysteresis.21–24 These observations call for an
interplay of interfacial and intrinsic perovskite properties as the
reasons underlying the J–V hysteresis in PSCs. In particular, on

mesoporous TiO2 a highly efficient interfacial electron transfer
was found,25 while a barrier at the flat perovskite/TiO2 interface
was recently proposed.24 Such a barrier was not found at the
perovskite/C60 interface, suggesting that efficient electron
extraction may be the route to less severe J–V hysteresis. This
analysis does not explain, however, the dependence of the J–V
curve on the scan rate in mesoporous TiO2-based devices.14,15

Among the various hypotheses that have been put forward to
explain the characteristics of PSCs, the most commonly
invoked ones are: (i) charge trapping;21–23,26 (ii) ferroelectri-
city;11,27–30 and (iii) ion/defect migration or conductivity.17,20

Regarding charge trapping, organohalide perovskites are
prone to defect formation, due to the low thermal stability of
the material.21 Imperfections on the perovskite surface and at
grain boundaries may introduce localized states, which could
capture photogenerated carriers and therefore induce a field
across the material that would eventually counteract the photo-
generated potential. C60 fullerenes deposited on the perovskite
surface may prevent the appearance of defect states, eliminate
the photocurrent hysteresis, and double the conversion effi-
ciency of the solar device.21,23 Trap states are not limited to the
perovskite material, but they can also affect other components
of the solar device. Nagaoka et al. reported that doping the TiO2

substrate with Zr and passivating the surface with pyridine
molecules mitigate the defect state density in the oxide, which
in turn increases the power conversion efficiency and reduces
the hysteresis.26 Snaith and coworkers proposed an elegant
modification of the perovskite/TiO2 heterojunction, which is
based on the incorporation of a self-assembled monolayer of
functionalized C60 fullerenes.22 The C60 monolayer should
hinder the development of trap states at the interface with
the oxide through a carboxylic anchoring group, and on the
perovskite side by means of the pending fullerene moiety.
Furthermore, it has been very recently proposed that fullerene
may interact with halide-rich defective regions at the grain
boundaries of MAPbI3, leading to a passivation of the related
trap states and diminishing the hysteresis of the associated
PSCs.31 The role of the C60 monolayer is not limited to the
appearance of trap states, but it may also induce n-doping of
the perovskite edge in contact with the TiO2 substrate, which in
turn triggers the interfacial electron transfer.22 In addition, a
very recent work by Xing et al. has proposed that interfacial
dipoles originating from defect compensation at the perovskite/
TiO2 interface could be related to J–V hysteresis; this effect is
absent in the case of a fullerene electron transport/collection
layer.24 These results are consistent with those of ref. 22,
showing that passivation of defects in TiO2 was the key to
mitigate the hysteresis. Polarization effects in the bulk perovs-
kite could also explain the anomalous properties of PSCs.
Recent experimental studies have shown the presence of sizable
(B100 nm size) ferroelectric domains in MAPbI3 thin films.29

These domains are characterized by a permanent polarization,
which would eventually compensate the photogenerated field.
Three mechanisms could explain such a polarization, i.e. ionic
off-centering, atomic PbX6 octahedra rotation, and organic
cation dipolar orientation.27 The latter seems to be the most
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likely hypothesis, as supported by theoretical calculations.28,30

However, the rotation of the polar MA molecules is extremely
fast and cannot alone account for the slow response phenom-
ena observed in organohalide perovskites, while the rearrange-
ment of the inorganic scaffold, which follows the reorientation
of molecular dipoles, could be responsible for the experimental
findings.11 Furthermore, a recent estimate for the polarization
of MAPbI3 of 4.4 mC cm�2 was reported, related to a structure
which is only about 0.02 eV per formula unit below a non-
ferroelectric disordered structure.32 It is thus likely that at room
temperature the material will not exhibit macroscopic sponta-
neous polarization. This is also confirmed by ref. 20 in which a
lateral device did not show the typical voltage increase observed
in photoferroic devices and recent measurements by Coll et al.
and by Beilsten-Edmands et al. indicated that MAPbI3 does not
exhibit permanent polarization at room temperature.33,34

Recent work by Tress et al. has critically assessed the role of
charge trapping and ferroelectricity as the source of the slow
response and hysteresis.15 Charge trapping is supposed to
occur on much faster timescales than those observed experi-
mentally, while these authors proposed that ferroelectric nano-
domains would unlikely influence the solar cell photocurrent.
Therefore, while the role of the cation orientation in determin-
ing the slow electrical response and possibly the solar cell
hysteresis is still a matter of debate, ion or defect migration
seems to plausibly contribute to the particularities of organo-
halide perovskites. Since this is likely an intrinsic property of
the perovskite, however, ion/defect migration alone cannot
explain the role of interfacial phenomena in determining the
hysteresis and again call for an interplay of these two factors.
Recent work by O’Regan et al. has also shown the existence of
two types of extractable charges stored in PSCs, with the slower
component associated with dipole realignment or the effect of
mobile ions.35 Beilsten-Edmands et al. have also provided
further evidence of the importance of ionic migration in
modifying the efficiency of PSCs.34

Ion or defect migration could also explain the giant switch-
able photovoltaic effect recently reported by Xiao et al.,19,20 who
demonstrated that the photocurrent direction in PSCs may be
switched by poling through an applied electric field. This
finding reveals the reversible formation of p–i–n junctions at
otherwise non-selective contacts, induced probably by ion or
defect drifting along the perovskite layer under the influence of
an electric field. Ionic transport is indeed well documented for
perovskite oxides36–39 and metal halides.40 In the former case,
ABO3 (A = La, Sr; B = Mn, Fe, Co, Cr) materials are known for
their ionic conductivity, which proceeds by means of a defect-
mediated hopping mechanism.37 Therefore, imperfections in
the crystal (mainly ion vacancies and interstitials) are crucial
for the process, since ion diffusion is otherwise hard to imagine
in a perfect crystal. Theoretical calculations have shown that
formation of interstitial defects is very unfavorable in ABO3

perovskites,36 which leaves the vacancy-mediated path as the
most plausible mechanism for ionic conductivity. Attending to
the formation energies, cation vacancies could assist the ion
drift along the crystal. However, the huge energy penalties to be

surmounted along the migration path, which could amount to
3–4 eV in the case of La, hinder cation diffusion in perovskite
oxides.36 Therefore, oxygen vacancies are assumed to be the
lowest energy path for ionic migration in ABO3 perovskites.38,39

Organohalide lead perovskites, with their propensity for defect
formation, are potential candidates for ionic conductivity, as
pointed out by Dualeh et al.17 This observation could be related
to the work of Hoke et al., who found that under light irradia-
tion a mixed halide MAPbI3�xBrx perovskite evolved into two
I-rich and Br-rich partly segregated phases.41

Despite various reports now pointing at ion or defect migra-
tion as a possible cause for the particular properties of per-
ovskites, the identification of the migrating species and a
quantitative understanding of the underlying energetics are
still lacking. Here we report state-of-the-art first principles
computational analyses on realistic models of MAPbI3 and
MAPbBr3 along with the crucial MAPbI3 interface with TiO2.
Building on previous theoretical studies which identified the
most probable defects occurring in MAPbI3,42–46 we evaluate
their migration energetics in tetragonal supercells. We find that
both iodine vacancies interstitials show a very low activation
energy to migration, B0.1 eV, followed in the order of increas-
ing activation energy by migration of MA (B0.5 eV) and Pb
(B0.8 eV) vacancies. According to our calculations, the migration
of iodine defects seems too fast to produce the slow response
typical in MAPbI3 materials, which could better be explained by
the diffusion of MA or Pb vacancies. While our models account
neither for the combined effect of grain boundaries/amorphous
phases and defects in determining the properties of organohalide
perovskites nor the difference between e.g. flat TiO2 and C60

electron transport layers, and cannot clearly discriminate
between mesoporous and flat TiO2, they are still sufficiently
accurate to disclose the preferential location of defects close to
the perovskite/TiO2 interface (be it mesoporous or flat), and
allow us to set up a quantitative model explaining the effect of
migrating defects in operative solar cell architectures.

2. Results and discussion

Previous computational studies42–46 have highlighted the
defect formation energies for several point defects under var-
ious conditions, including vacancies (VMA, VPb, and VI), inter-
stitials (MAi, Pbi, and Ii), cation substitutions (MAPb and PbMA),
and antisite substitutions (MAI, PbI, IMA, and IPb). The investi-
gated antisites are predicted to be unstable both energetically
and kinetically, so they should spontaneously split into the
respective interstitials and vacancies.44 Vacancies and intersti-
tials are thus the most likely defects, due to their low formation
energies, although in general, they create shallow electronic
levels close to the band edges, and therefore are predicted not
to hamper carrier transport across the device.46 According to
previous studies,43,46 under I-poor conditions the material
should mainly develop iodine vacancies, VI, while under I-rich
conditions, MA and Pb vacancies (VMA and VPb) and iodine
interstitials (Ii) should be the most likely defects. In this work
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we have thus focused on these four defects, and evaluated their
possible diffusion pathways and energetics in MAPbI3. To do
so, we have built up a simulation cell containing 32 MAPbI3

units (384 atoms),32 large enough to accommodate the point
defects considered and their diffusion, see Models and compu-
tational details and ESI.† To preliminarily estimate the role of
different halides in determining the defect migration energies
we also performed selected calculations on MAPbBr3 adopting
the same model as for MAPbI3 except for the use of pseudo-
cubic cell parameters.

To model defect migration along the perovskite crystal, we
have devised a migration path for each of the four investigated
defects, Fig. 1, and identified the corresponding saddle point.
For VI, we create the vacancy in an equatorial position and let
the vacancy migrate towards an axial site, Fig. 1a. Note that
while VI in axial or equatorial sites is essentially isoenergetic
(within less than 0.01 eV), the axial site is favored by 0.07 eV
over the equatorial site for VBr, see ESI.† One could also
calculate the VI migration between two equatorial sites, but
the activation energy is supposed to remain almost unchanged,
as in previous theoretical studies on perovskite oxides.47

Regarding VMA, we investigate the hopping of the vacancy
between adjacent cavities of the inorganic scaffold that lie in
the ab plane, Fig. 1b. A similar pathway could be devised along
the c axis, but no changes in the activation energy are expected,
as observed for Mg in MgSiO3 perovskites.47 In fact, both
processes imply that VMA migrates across a Pb4I4 framework.
Similar to VMA, for VPb an in-plane migration has been initially
studied, in which VPb moves along the side of the square

formed by four Pb and four I atoms, Fig. 1c. Following previous
theoretical studies on ABO3 perovskites,47,48 we have also
considered a second migration path for VPb, which takes place
along the diagonal of the aforementioned Pb4I4 framework.
However, this migration mechanism implies a larger activation
energy (1.06 vs. 0.80 eV), making this second pathway less
likely, see ESI.† Therefore, in the following discussion we will
focus our attention on the lowest-energy VPb migration path.
For Ii, a path along the c axis has been drawn, Fig. 1d, similar to
VI. In the starting/final configurations, the interstitial I atom
inserts between a couple of axial/equatorial iodine atoms, with
almost equal distances (3.87 and 3.96 Å, respectively), in line
with the results reported by Du.49

Note that due to the proposed pathways, we reasonably
assign a comparable migration energy to different defects
related by the displacement of the same chemical species, i.e.
those involving diffusion of MA (e.g. MAPb or MAi) should
display similar activation energies as that calculated for VMA.
In fact, as shown below, the activation energies of VI and Ii

essentially coincide. Similar arguments hold for MAPbBr3.
In Table 1 the activation energies (Ea) for the different defect

migration are summarized. As one may note from Fig. 1, for
MAPbI3 the paths for VMA and VPb migration are twice as long
as the ones devised for VI and Ii. VMA and VPb will migrate
across one unit cell, whereas VI and Ii would hop along half the
cell. Therefore, in order to fairly compare the four processes, we
multiply the activation energies calculated for the iodine-
related point defects by a factor of two, corresponding to two
consecutive hopping events, see ESI.† Based on the calculated
activation energies, we are able to provide an estimate for the
migration rate by means of the Arrhenius equation:

k ¼ kBT

�h
e�

Ea
RT (1)

where kB stands for the Boltzmann constant, T is the tempera-
ture, �h is the reduced Planck constant, and R is the ideal gas
constant.

From Table 1 it appears that in MAPbI3 migration of VPb is
quite a slow process, due to its high activation energy, which
stands at 0.80 eV, and the consequently low migration rate
(1.2 s�1). The diffusion of VMA is characterized by an energy barrier
of 0.46 eV, in excellent agreement with the activation energy
experimentally found by Almora et al. for electrode polarization
in PSCs, which amounts to 0.45 eV.50 According to eqn (1), the
calculated activation energy value should deliver a migration

Fig. 1 Diffusion paths for the VI (a), VMA, (b), VPb (c) and Ii defects (d). For Ii,
the initial and the final configurations are shown. Vacancies are highlighted
with dashed circles. Red atoms refer to interstitial defects. Solid lines stand
for the migration of the ions, whereas dashed lines indicate the trajectory
of the vacancy. White = H, brown = C, blue = N, purple = I, and black = Pb
atoms.

Table 1 Activation energies (Ea, in eV) and rate constants (k, in s�1),
calculated according to eqn (1), for the migration of the different investi-
gated point defects in MAPbI3 and MAPbBr3. Values in parentheses for
MAPbI3 refer to the energetics and rates of two consecutive hops

Defect

MAPbI3 MAPbBr3

Ea (eV) k (s�1) Ea (eV) k (s�1)

VI/Br 0.08 (0.16) 1.7 � 1012 (7.7 � 1010) 0.09 1.2 � 1012

VMA 0.46 6.5 � 105 0.56 1.3 � 104

VPb 0.80 1.2 � 100 — —
Ii 0.08 (0.16) 1.7 � 1012 (7.7 � 1010) — —
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rate of 6.5 � 105 s�1 at room temperature. For VI and Ii we
predict a very flat energy pathway, with calculated activation
energies of just 0.08 eV, i.e. 0.16 eV for a full hop in a given
crystallographic direction to take place. Moving to MAPbBr3, a
lower total activation energy for a full hop is calculated for VBr

compared to VI, with an asymmetric profile for the former, see
ESI,† while a higher value is calculated for migration of VMA,
0.56 vs. 0.46 eV. The latter value reflects the reduced lattice
dimension of MAPbBr3 compared to MAPbI3, making the
passage of MA across two unit cells more difficult in the former.

In the absence of any field, charged defects would follow a
random migration path along the perovskite layer. In fact,
according to the symmetric energy landscape shown in
Fig. 2a, the defect could indistinctly move forward or backward
in any given crystallographic direction. In working PSCs, how-
ever, the photogenerated field favors migration of the posi-
tively/negatively charged defect towards the side of the
perovskite film contacting the hole/electron transporting layer
(HTL/ETL), respectively. As defects migrate towards the selec-
tive contacts, they get stabilized due to the increased electro-
static interaction with the electrode. Such a stabilization, e,
provides the driving force for the migration towards the elec-
trode, lowering the migration activation energy by roughly e/2 at
the transition state, see Fig. 2b for the MAPbI3 case. Similarly,
the presence of a field implies an energy penalty of Be/2 for the
reverse process, Fig. 2b. For the typical parameters of a working
PSC device (the 300 nm thick perovskite layer, and a potential
of 1 V), and since in each hop the defect goes across a unit cell
of ca. 6.5 Å, e can be estimated to be B2 meV for a singly (+ or
�) charged defect. According to eqn (1), such a small energy
penalty implies that the forward hop is roughly 8% faster than
the backward step. Note that for defects with the same charge
the value of e is independent of Ea, see also ESI.† For a VI (or Ii)
located in the middle of a 300 nm thick perovskite layer,
considering the rate constants in Table 1, the defect would
reach the selective contact in tens of ns, much faster than the
typical scanning rate employed in photovoltaic measurements.

VMA, which we calculate to move more slowly, would reach the
ETL in tens of ms, and could therefore affect the J–V measure-
ments, possibly explaining the slow response and the hysteresis
in current PSCs. VPb are less mobile and would probably affect
the PSC operation on longer time scales (transit time of the
order of minutes); although having a �2 charge they are more
sensitive to the field than singly charged defects, see ESI.†
Notably, higher fields, such as in the presence of an externally
applied bias, could further enhance the defect migration in a
given direction, reducing the time required to accumulate
defects at the selective contacts. The time and field are thus
linked variables, in the sense that long times under a weak field
may lead to the same effect in terms of defect migration and
distribution as short time and strong field. Since the prefer-
ential defect migration in a given direction is generated by the
(internal or external) field, removing such a field would bring
the system back to the original distribution of defects across
the perovskite film. This implies that the defects will likely
decay in time towards their original (random) distribution, but
on a longer time scale compared to the defect migration in the
presence of the field. This is consistent with the photocurrent
decay of several days observed in poled devices by Xiao et al.20

In addition to this discussion, it is worth noting that the
I-related defects, which are predicted here to reach the selective
contacts on very short time scales, will presumably screen the
photogenerated field at early times. Such an unbalanced
kinetics of defect migration would probably delay the migration
of slower-migrating defects, such as VMA or VPb. At the equili-
brium, however, VMA or VPb defects would likely reach the
opposite contacts than the faster-migrating VI defects, despite
an attenuated response due to the screening of VI.

Moreover, one might wonder if the accumulation of defects
close to the selective contacts could induce structural rearran-
gement of the perovskite material. To simulate this point, we
employed a 48 atom tetragonal atom cell, both non-defective
and containing VI in an apical position, and we fully relaxed the
atomic and cell parameters of the two systems, see ESI.† Due to
the reduced size of the model, this situation corresponds to an
upper limit of defect concentration (1/12 defects/iodine atoms).
Our calculations reveal a sizable contraction of the unit cell
volume (B11%) due to the halide vacancy. Notably, the system
roughly maintains a tetragonal symmetry, with the c/b E a ratio
only slightly decreasing from 1.486 to 1.451 when passing from
the pristine crystal to the defective structure.

Once demonstrated that VI (or Ii) and VMA are the most
mobile species in bulk MAPbI3, we are in a position to judge the
impact of their migration on the functioning of PSCs, Fig. 3.
Note that the concomitant formation of VI and VMA was
calculated to cost only 0.08 eV by Walsh et al.,45 so we focus
here on this combination. Under working conditions the PSC
will develop a photogenerated field pointing from the ETL (e.g.
TiO2) towards the HTL (e.g. Au-coated Spiro-MeO-TAD), Fig. 3a.
The photogenerated field will drive VI migration towards the
HTL, while VMA (or Ii) will likely flow in the opposite direction,
Fig. 3b. As a consequence, the HTL (ETL) of the PSCs will pile
up VI (VMA), which in turn will create an electrostatic potential

Fig. 2 Sketch of the energy landscape of a positively charged VI (red) and
negatively charged VMA (blue) migration, in the absence of a field (E = 0, a)
and in the presence of the photogenerated (or external) field (E a 0, b).
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across the perovskite film, opposite to the photogenerated field
that drives charge separation in the solar cell. This internal
electric field will eventually hamper transport across the per-
ovskite film and/or charge collection at the electron/hole selec-
tive contacts and will ultimately affect the PSC functioning. As
one may notice from Fig. 3b, MA cations could also reorient in
response to the photogenerated field, therefore contributing to
the internal potential generated by the defects piled up at the
selective contacts.

The same microscopic mechanism could also explain the
hysteresis of the J–V curves repeatedly observed in PSCs at
different scanning rates. Slowly scanning the device from JSC to
VOC would allow defect migration along the perovskite, to
partially compensate the photogenerated electric field. On
the contrary, starting from VOC or biasing the PSC at VOC before
the J–V scan would hinder defect migration, and therefore the
performance of the device would not be affected. This same
picture also explains that, for fast voltage sweep, the measure-
ment is less sensitive to the direction of the scan,15 since the
rate-determining defects have little time to migrate towards the
electrodes.

Defect migration may also account for the switchable photo-
voltaic effect recently found in PSCs.20 According to Xiao
et al.,20 for positive poling, VI will be gathered at the anode,
Fig. 3c. Positively charged defects are predicted to develop
shallow states close to the conduction band of the perovskite,
leading to n-doping of the perovskite in contact with the anode.
Negatively charged ions, in turn, will presumably develop
electronic levels above the valence band, inducing p-doping
of the perovskite at the cathode. Upon positive poling, Fig. 3c,

the PSC behaves as an n–i–p junction, and the current will
follow the gradient created along the perovskite upon doping.
For negative poling, VI moves in the opposite direction, giving
rise to a p–i–n configuration of the cell and inverting the sense
of the current, Fig. 3d.

To provide an atomistic understanding on the mechanism by
which defect migration could possibly induce, assist or even-
tually hamper charge injection and collection across the device,
we have calculated the electronic structure of a (110) perovskite
slab deposited on top of a (101) anatase TiO2 substrate,51 Fig. 4a,
as a model of a typically employed electron selective contact,
Fig. 3. Note that our TiO2 model does not include any doping
and that the chosen TiO2 phase and exposed surfaces are those
characteristic of the majority of the surfaces exposed to TiO2

nanoparticles forming the mesoporous film.52 As discussed
above, under working conditions VI should diffuse towards the
HTL-contacting side and VMA towards the ETL side. To simulate
this situation, hereafter 1, we have created VI at the perovskite
surface exposed to the vacuum (i.e. to the HTL-contacted surface
in a PSC); and a VMA at the oxide-contacting side of the MAPbI3

slab, Fig. 4b. Note that in this model we are considering a VMA

defect concentration of 1.6% (i.e. one VMA over 60 MA molecues),
on the lower edge of what predicted by Walsh et al.45 To model
the reverse situation, i.e. positive charge accumulation at the
MAPbI3/TiO2 contact, we have then considered a second model,
hereafter 2, which contains VI at the TiO2 interface and a VMA at
the HTL-contacting side of the perovskite, Fig. 4c. Note that in
both 1 and 2 the defects were created without further relaxing
the atomic coordinates, to directly assess the impact of such
modification on the electronic structure.

Fig. 3 Sketch of defect migration and their impact on the PSC operational mechanism. (a) shows the separation of the charge carriers driven by the
photogenerated potential (EPh), along with the even distribution of the point defects and the random orientation of the MA cations; (b) depicts the
migration of the point defects and the reorientation of the MA cations in response to the photogenerated field (EPh), and the internal potential developed
as a consequence (Eint); (c) and (d) show the switchable current as a function of the applied external field (poling).
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In Fig. 4, the electronic structure of the defective models 1
and 2 is depicted, along with that of the pristine perovskite/
TiO2 interface. In particular, we analyze the partial Density of
States (DOS) partitioned by TiO2 and MAPbI3 contributions,
and its integrated local projection scanned along the direction
perpendicular to the TiO2 surface. As it is evident from Fig. 4b,
for the non-defective interface, the outermost valence band (VB)
states of the perovskite intrude into the band-gap of the TiO2

substrate, whereas the unoccupied ones appear to be immersed
in the manifold of the conduction states (CBs) of the oxide. This
staggered band alignment qualitatively reproduces the energy
levels at the perovskite/TiO2 interface, although with an exag-
gerated offset between the perovskite and TiO2 CBs due to the
finite size of our system and the inherent inaccuracy of DFT to
reproduce the energy levels of semiconductors.53 A slight
bending of the perovskite VB/CB close to the TiO2 surface is
observed, due to the interaction of the material with the
substrate.54 Most notably, the presence of defects has a pro-
found impact on the electronic structure of the perovskite slab
and of the overall interface. Irrespective of its localization, VI

creates an unoccupied state ca. 0.5 eV below the perovskite CB
edge. Note that this value is overestimated compared to pre-
vious analyses on the bulk MAPbI3 material, due to the over-
estimation of the perovskite slab bandgap by ca. 0.5 eV. Taking
this into account, the state introduced by VI would basically
overlap with the perovskite CB edge, in fair agreement with
previous theoretical studies which have assigned VI as a shallow
trap.43,46 Notably, Du has recently highlighted the importance
of spin–orbit coupling and DFT functional in determining the
position of the defective levels in MAPbI3.49 Since in addition to
the model limitations we are neglecting these effects in this
case, our results on the defect level positioning should be

considered as providing only a qualitative overall picture of
the defects/interface states.

Importantly, the presence of differently charged defects at
the opposite film sides substantially modifies the perovskite
VB/CB landscape, this effect being expectedly independent of
the level of theory. For system 2, the presence of VI close to TiO2

provides a strong directional gradient of unoccupied states
toward the TiO2 substrate, Fig. 4d, leading to a depletion
(accumulation) of unoccupied states in the perovskite bulk
(interface). This kind of band bending should definitely assist
the separation of photogenerated carriers, funnel electron
transport towards the TiO2 slab, and boost interfacial charge
injection. Charge generation is further aided by the MA vacancy
in model 2. In fact, the removal of the organic cation creates a
shallow electronic state above the VB edge of the pristine
perovskite,43,46 which further bends the VB. The slope of the
occupied states should thus facilitate the diffusion of the
photogenerated holes away from the TiO2 substrate.

Model system 1 delivers a drastically different picture,
Fig. 4c. Placing VI far from the oxide slab inverts the gradient
of the band edges, hampering electron injection into the ETL
and hole diffusion towards the HTL. This finding clearly
demonstrates that the defect migration depicted in Fig. 3b
compromises the device performance. At this point, one might
wonder if the bending of the band edges could not be over-
estimated due to the strong electrostatic potential developed
between positively charged VI and negatively charged VMA. We
have thus also calculated a modification of models 1 and 2,
which only contain VI or VMA in the vacuum- and TiO2-
contacting sides of the perovskite and viceversa. The results,
see ESI,† show essentially the same VB/CB landscape, although
with slightly reduced band bending. Beyond the

Fig. 4 (a) Model of the perovskite/TiO2 interface, highlighting the location of VI (green circles) and VMA (red circles). (b) Local density of states (DOS),
projected along the direction orthogonal to the perovskite/TiO2 interface, for the non-defective model (b), and for the defective cases 1, (c), and 2, (d).
Light-blue (yellow) arrows are an eye-guide to the evolution of photogenerated electrons (holes).
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aforementioned switchable photovoltaic effect, the overall pic-
ture extracted from our calculations nicely matches with the
results of Bergmann et al.55 and Edri et al.,56 who reported on
the accumulation of holes into the perovskite (and at the
perovskite/HTL interface) as a possible explanation of PSC
hysteresis.

Furthermore, we propose that in the absence of an electric
field anionic defects, such as Ii or VMA, could be preferentially
located at the TiO2 interface since undercoordinated surface
Ti(IV) atoms are electron acceptor centers, while positively
charged defects may be more evenly distributed across the
perovskite film. This is indeed suggested by our non-relaxed
calculations providing B0.4 eV energy stabilization for 1 com-
pared to 2, which implies a role of the substrate in determining
the initial concentration of defects close to the selective con-
tacts.13 In agreement with our calculations, recent XPS data by
Xing et al. have highlighted that MA vacancies are preferentially
located at the interface with the TiO2 substrate.24 It is also
plausible that different ETLs from TiO2 (e.g. fullerene deriva-
tives) or the presence of an Au layer in HTL-free devices57 would
change such initial defect distribution. Most notably, by simu-
lating the lowest triplet state of both systems 1 and 2, in which
an electron is promoted from the perovskite VB edge to the
TiO2 CB, Fig. 5, the calculated stability is reversed, with
basically no preferential location of VI and VMA. This situation
actually corresponds to a PSC held under open circuit condi-
tions, i.e. in which electrons are not extracted from the TiO2

layer, confirming that under open circuit conditions there is
only a limited driving force for defect migration, in line with
the reduced hysteresis measured when scanning from VOC to
JSC. The landscape of perovskite electronic states remain almost
unchanged upon photoexcitation, see ESI.†

3. Conclusions

In summary, we have presented a first-principles computa-
tional study, aimed at understanding ion/defect migration in
MAPbI3 and MAPbBr3 perovskites, a process that presumably
underlies many of the peculiarities of this class of eclectic
materials, including slow photoconductivity, hysteresis, and

switchable photocurrent. From our calculations, iodine vacan-
cies (interstitials) can easily diffuse along the perovskite crystal,
with calculated activation energies of migration of B0.1 eV.
The migration of iodine defects alone is likely too fast to
explain the slow (several seconds time scale) response typical
in PSCs, although our model does not include the screening
effect of such fast-migrating defects on the slower-migrating
ones. MA and Pb vacancies, with a calculated activation barrier
of B0.5 and 0.8 eV, respectively, could instead be responsible
for this behavior, with typical calculated ‘‘response times’’ of
the order of tens of ms to minutes. Most notably, the calculated
activation energy value for VMA migration essentially coincides
with the experimental activation energy recently reported for
electrode polarization in PSCs.50 Charged defects are predicted
to pile up close to the interfaces between the perovskite and the
selective contacts. The concomitant field created across the PSC
modifies the landscape of the perovskite electronic levels,
hampering charge separation and presumably lowering the
performance of the device. We believe that this work, identify-
ing the mobile defects in PSCs, their migration across the
perovskite material, and their effect on the operational mecha-
nism of the device, may pave the way for the development of
new solar cells with improved efficiencies.

Models and computational details

Density functional theory (DFT) calculations have been carried
out, within a planewave/pseudopotential approach, as imple-
mented in the PWSCF program of the Quantum Espresso
software package.58 To accommodate the different point
defects studied and their migration along the perovskite crys-
tal, a quite large tetragonal unit cell containing 384 atoms (32
PbI3 units) has been built up.32 The PBE59 exchange–correlation
functional is used along with ultrasoft, scalar relativistic pseu-
dopotentials for all atoms. Plane wave cutoffs of 25 and 200 Ry
are adopted, for expansion of the wave function and density,
respectively, sampling the first Brillouin zone at the G point
only. Electron–ion interactions were described by ultrasoft
pseudopotentials with electrons from O, N, and C 2s2p, H 1s,
Ti 3s3p3d4s, Pb 6s6p5d, and I 5s5p electrons explicitly included
in the calculations. For both geometry optimization and single
point calculations we adopted the SR approach. We performed

Fig. 5 Preferential location of VI and VMA in the ground state (a, VB edge localized on the perovskite) and in the charge separated state in which one
electron has been promoted from the perovskite to the TiO2 (b).
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structural optimizations with cell parameters fixed to the
experimental values reported by Poglitsch and Weber.60 We
adopted the scalar relativistic approach (SR), since spin–orbit
coupling is known to play a minor role in the structure. Linear
transit calculations were performed in order to calculate the
energy profile along the migration paths of the defects, identify
the saddle point, and estimate the energy barriers. To simulate
the perovskite/TiO2 systems, we optimized the interacting
complexes by means of the same PBE functional, in conjunc-
tion with a DZ basis set, as implemented in the SIESTA 3.0
program package.61 The inner electronic shells were described
through nonrelativistic pseudopotentials, whereas the I 5s5p,
Cl 3s3p, O, N, and C 2s2p, H 1s, Ti 4s3d, and Pb 6s6p5d
electrons were explicitly included in the calculations. A value of
100 Ry was used as the plane wave cutoff for the grid. Our
model system was made of a 3 � 5 � 3 pseudocubic perovskite
slab exposing the 110 surfaces. The perovskite slab stoichio-
metry was MA60Pb45I150, and thus, it deviated from the ideal
material stoichiometry, in line with the analysis of perovskites
surfaces by Mitzi.62 By following the same approach as that
reported in our previous studies,54,63 we deposited the 3� 5� 3
pseudocubic perovskite slab, exposing (110) surfaces onto a 5 �
3 � 2 TiO2 slab. The interaction of the MAPbI3 perovskite with
the TiO2 surface mainly took place through binding of under-
coordinated perovskite iodide atoms to undercoordinated tita-
nium atoms of the TiO2 surface. The experimental TiO2 cell
parameters (a = 18.92 Å and b = 30.72 Å) were employed to build
a periodic supercell in the x and y directions, leaving 10 Å
vacuum along the z direction. Electronic structure analyses
were performed using the Quantum Espresso program package
on the structures optimized by SIESTA. We previously checked
that SIESTA and Quantum Espresso provide perfectly coherent
results for the MAPbI3 perovskite slab and for its interface with
TiO2.
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