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Abstract—The energetics of electrons at the surface of a nanos-
tructured semiconductor in contact with an electrolyte are ana-
lyzed in this paper. The solvation of electrons produces a gap in the
density of states, which separates the occupied states from empty
states by solvation energy. The dynamic effects of the solvation,
with respect to the relaxation time of the electrolyte, are discussed.
A calculation by random-walk numerical simulation of the diffu-
sion coefficient of electrons moving in the surface of nanoparticles
shows the reduction of the rate of transport by the polarization
effect.

Index Terms—Electron transport, metal oxides, nanostructured
semiconductors, random walk simulation.

THERE is a great interest in the electronic proper-
ties of nanostructured semiconductors prepared by low-

temperature chemical routes, since these materials can provide
cheap and efficient devices such as dye-sensitized solar cells
(DSCs). A wide number of studies on the electronic conduc-
tivity in nanostructured metal oxides (TiO2 , ZnO) surrounded
with electrolyte have been summarized recently [1]. It is well
known that the solvation of ions in solution produces important
constraints on the rate of charge transfer [2], and reorganiza-
tion energy also markedly affects the rate of charge transport
in organic conductors [3]. A very important topic is the inter-
action of the electron at the localized state in TiO2 with the
electrolyte. This interaction alters the electron energy and may
produce important effects on both electronic conductivity and
electron transfer rate. The latter determines the rate of recom-
bination in a DSC [4], [5]. Experimental evidence shows that
the concentration and kind of ions in the electrolyte largely
modify electron diffusion coefficients and activation energies of
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the conductivity [6], [7]. Accounting of these effects requires
considering a set of dynamical phenomena (screening charge
formation, solvent polarization, electron hopping, etc.).

The starting point of our consideration is the statement that
the energy of the state occupied by an electron is reduced by the
solvation energy δ with respect to the empty state (see Fig. 1).
This can be viewed as the modification of the density of elec-
tronic states. Let E denote the energy of the occupied (solvated)
state. The modified density of states (DOS) g∗(E) is the sum
of the density of occupied states, g(E)f(E), and the density of
empty states, g(E − δ) [1 − f(E − δ)]. The shift of the energy
is due to the fact that empty states with energy E are not sol-
vated, while the functions g(E) and f(E) describe the density
and mean occupation number for filled, and therefore, solvated
states correspondingly. If the empty states are solvated, their
energy will be E − δ. Therefore, this shifted energy has to be
substituted in the functions g and f for empty states. Thus

g∗(E) = g(E − δ) (1 − f(E − δ)) + g(E)f(E). (1)

In the majority of equilibrium situations,

f(E) ≡ f0(E) =
1

exp (E − EF /kB T ) + 1
. (2)

Here, EF is the Fermi energy of electrons, kB is the Boltzman
constant, and T is the absolute temperature. Charging and spec-
troscopic measurements showed that the DOS in the bandgap of
nanostructured TiO2 films is well described by an exponential
distribution of trap energies [1]

g(E) = NL/kB T0 exp [(E − Ec)/(kB T0)]. (3)

Here, NL is the full number of localized states per unit volume,
Ec is the conduction band edge, and kB T0 is the width of the
decay of the exponential DOS from the band edge toward the
center of the gap.

A typical view of the modified DOS [see (1)] is shown in
Fig. 2. In the framework of the presented analysis, we can also
introduce a modified occupation number f ∗(E) as follows. The
number of occupied states with energy E is equal to g(E)f(E),
while the total number of states with energy E is given by (1).
The modified mean occupation number of the state with energy
E is equal to the number of occupied states with this energy
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Fig. 1. Illustration of the electron solvation effect due to (a) positive ions in the electrolyte and (b) effect on the trap energy distribution.

Fig. 2. DOS g∗(g) and mean occupation number f ∗(f ) for exponential DOS
given by (1) with following parameters: NL = 1020 cm−3 , Ec = 0, kB T0 =
0.1 eV, EF = −0.2 eV, and T = 293 K.

divided by g∗(E)

f ∗(E) =
g(E)f(E)

g(E − δ) (1 − f(E − δ)) + g(E)f(E)
. (4)

The difference between functions g and g∗, and f and f ∗

is that DOS and the mean occupation number marked by an
asterisk have real energy as an argument, while nonmarked
functions have the energy of solvated state as an argument.

As can be seen from Fig. 2, a minimum appears at the DOS
g∗ and the mean occupation number f ∗ is close to 0.5 at this
minimum. The width of the minimum is equal to the solvation
energy δ. The presence of this minimum increases the activa-
tion energy of electron transfer between localized states as well
as activation energy of electron transfer from localized state in
semiconductor to electrolyte. The latter could be an explanation
of the large activation energies of conductivity observed in elec-
trochemical gating measurements [7]. Note, however, that the
capacitance measured by impedance spectroscopy is related to
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Fig. 3. Trap energy distribution and occupation probability as obtained from RWNS calculations with and without solvation effects. The simulations were
performed with 50 particles in a random network of traps 10 × 10 × 10 nm3 (trap density 5 × 1019 cm−3 , average trap distance = 1 nm).

the integral [8]

Cμ(EF ) = e2NL

∫
g(E)

df(E,EF )
dEF

dE (5)

and is not modified by the solvation effect.
The value of solvation energy can be relatively large for the

electronic states at the interface of the electrolyte and the semi-
conductor. For Debye electrolyte with mobile ions in the static
limit, the value of δ can be given by [9]

δ =
∫

ρeϕp dV =
1
ε0

∫
D (r)2 dV ≈ e2

4πεp∞ε0r0
(6)

where r0 is the radii of electronic state, e is the electron charge,
ε0 is the electric constant, εp∞ is the high-frequency dielectric
constant of electrolyte, ρe is the density of electron charge, ϕp

is the potential created by polarization and screening charge in
electrolyte, and D (r) is the electrical displacement. For r0 =
1 nm, εp∞ = 4.8 (water at room temperature [10]) and δ ≈ 0.3
eV. This value is essentially greater than thermal energy at the
same temperature (26 meV).

Electron solvation in the electrolyte is a dynamical process
that consists of polarization (orientation) of solvent molecules
and redistribution of mobile ions (screening). Therefore, the
value of δ depends on the dynamical characteristics of the elec-
trolyte. These characteristics can be described by the frequency
dependence of dielectric constant of the electrolyte. Qualita-
tively, one can expect that solvation energy is equal to its static
limit if the electron resides at the localized state longer than the
longest time of electrolyte relaxation, and is smaller than the
static limit if electron solvation becomes slower than electron

transfer. For diluted electrolytes, the slowest relaxation time is
close to the screening time, τs = εε0/σion , where σion is the
ionic conductivity. For example, for pH = 2 aqueous solution of
H2SO4 , σion = 4.3 × 10−3 Ω−1 ·cm−1 and τs = 20 ps at room
temperature. However, in solid-sate DSC based in organic hole
conductors, the conductivity of hole conductor can have much
lower values [11] of the order σp = 10−9 Ω−1 ·cm−1 , which
sets the relaxation time on the 90-μs scale. The electron solva-
tion is a self-consistent process: the longer the electron resides
at the localized state, the larger is the reduction of its energy.
This dynamics should contribute to the frequency dependence
of impedance measured on porous electrodes and DSC.

To provide further confirmation of the effects predicted by this
formalism due to electron solvation, we carried out random-walk
numerical simulations (RWNS) in an exponential distribution of
trap energies. To implement this in the simulation, we modified
the algorithm described in [12]–[15] in such a way that when
a trap is occupied, its energy is reduced by E = E′ − δ, where
E ′ is the original energy of the trap. This affects the transition
probability for electrons since they become more deeply trapped
with respect to the original energy of the traps.

Hence, we have performed RWNS calculations with and with-
out solvation effects and computed histograms for the trap en-
ergy distribution g(E) and the occupation probability f(E) of the
traps. The simulations were performed on a random network of
traps [16] such that the average distance between traps equals
1/NL

1/3 and the number of particles is adjusted to reproduce the
desired value of the Fermi level. Results are shown in Figs. 3 and
4 for the low-density case (EF = −0.3 eV) and the high-density
case (EF = – 0.2 eV, same as Fig. 2), respectively.
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Fig. 4. Trap energy distribution and occupation probability as obtained from RWNS calculations with and without solvation effects. The simulations were
performed for a trap density of 1020 cm3 , average trap distance = 2.15 nm).

Fig. 5. Electron diffusion coefficient as obtained from RWNS calculations with and without solvation effects. The labels stand for N/L, where N is the number
of electrons employed in the simulation and L the size of the simulation box in nanometers. Note that the solvation data are plotted with respect to the displaced
(solvated) Fermi level.

We observe that solvation has two main effects. On one hand,
the trap distribution for the occupied traps is displaced by δ
toward the tail of the distribution and then there is a gap with
no traps (as illustrated in Fig. 1). On the other hand, the occu-
pation probability is also displaced to lower energies and so is

the Fermi level. The obvious consequence of this is that the dif-
fusion coefficient is reduced by a factor of exp(−δ/kB T ) (see
Fig. 5).

With the simulation data, it is interesting to perform the same
analysis as before to derive the “solvated” quantities from the
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“nonsolvated” ones. For a fixed energy scale (non-solvated en-
ergy E ′), (1) and (4) become

g∗(E ′) = g(E ′) (1 − f(E ′)) + g(E ′ + δ)f(E ′ + δ) (7)

f ∗(E ′) =
g(E ′ + δ)f(E ′ + δ)

g(E ′) (1 − f(E ′)) + g(E ′ + δ)f(E ′ + δ)
. (8)

Since “occupied traps” shift toward lower energies by δ, in
the scale of nonsolvated energies, the change of variable E =
E ′ − δ should apply for the term accounting for occupied traps
instead of the empty traps.

To verify these equations, we use the terms g(E) and f(E) that
are obtained from the simulations with no solvation effects to
compute the quantities g∗(E) and f∗(E). The resulting quantities
coincide accurately with the results obtained in the simulation
with solvation effects, as shown in Fig. 3. Note that in the high-
density case of Fig. 4, the maximum of g(E) for the solvated case
appears at −0.53 eV, which is 0.3 eV below the maximum of
g∗(E) in Fig. 2. However, in Fig. 2, the quantities are represented
in a scale of solvated energies E.

Important evidence for the changes of diffusion coefficient
with the concentration of cations in the electrolyte was given by
Kambe et al. [6]. However, later, it was shown that the electron
diffusion coefficient in DSC is strongly affected by the multiple
trapping mechanism [1]. At given position of the Fermi level,
the diffusion coefficient is strongly modified by a change of the
position of the conduction band. The shift of the conduction
band can affect both the rate of transport and charge transfer
[17]–[20]. Further experiments are therefore necessary to sep-
arate the shift of the conduction band from solvation effects in
the coefficients for transport and interfacial charge transfer.

In summary, the calculations show an important role of the
reduction of the energy of occupied surface states in nanostruc-
tured semiconductors used in DSC. These results have impor-
tant implications for the understanding of recombination in a
DSC. It is believed that recombination in a DSC is related to
the charge transfer from electrons at surface levels of TiO2 to
the acceptor states in the electrolyte or a solid hole transport
medium [5], [18], [20], [21]. The solvation effect should pro-
duce a charge transfer from effectively lower states than those
recorded by capacitance spectroscopy. This effect may have a
large impact on the recombination resistance and should be fur-
ther investigated experimentally.
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[10] C. Rønne, L. Thrane, P.-O. Åstrand, and A. Wallqvist, “Investigation of
the temperature dependence of dielectric relaxation in liquid water by THz
reflection spectroscopy and molecular dynamics simulation,” J. Chem.
Phys., vol. 107, pp. 5319–5331, 1997.

[11] H. J. Snaith and M. Grätzel, “Light-enhanced charge mobility in a molec-
ular hole transporter,” Phys. Rev. Lett., vol. 98, pp. 177402-1–177402-4,
2007.

[12] J. A. Anta, “Random walk numerical simulation for solar cell applica-
tions,” Energy Environ. Sci., vol. 2, pp. 387–392, 2009.

[13] J. A. Anta, J. Nelson, and N. Quirke, “Charge transport model for disor-
dered materials: Application to sensitized TiO2 ,” Phys. Rev. B, vol. 65,
pp. 125324-1–125324-10, 2002.
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José Pablo González-Vázquez received the B.A.
degree in physics from the Universidad de Seville,
Seville, Spain, in 2007. He is currently working to-
ward the Ph.D. degree at the Universidad Pablo de
Olavide, Seville.

During 2008, he was a Programmer at Accenture.
He is currently supported by the Consolider project
“Hybrid optoelectronic and photovoltaic devices for
renewable energy (HOPE).” His research interests in-
clude solar cell modeling and computer simulation.

Juan A. Anta received the B.A. degree in chem-
istry from the Universidad Complutense de Madrid,
Madrid, Spain, and the Ph.D. degree from the Phys-
ical Chemistry Institute, National Research Council
of Spain, Madrid.

In 1997 and 1998, he was a Postdoctoral Fellow
in the Department of Theoretical Chemistry, Univer-
sity of Oxford. From mid-1999 to mid-2000, he was
a Research Assistant in the Department of Chem-
istry, Imperial College, London, U.K. He is currently
an Assistant Professor at the Universidad Pablo de

Olavide, Seville. His research interests include solar cell modeling, computer
simulation, and nanostructured solar cells.

Juan Bisquert received the B.Sc. and Ph.D. degrees
in physics in 1985 and 1992, respectively, from the
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